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ABSTRACT

The strength of appearance-based mapping models for mobile robots lies in their ability to represent the
environment through high-level image features and to provide human-readable information. However,
developing a mapping and a localization method using these kinds of models is very challenging,
especially if robots must deal with long-term mapping, localization, navigation, occlusions, and dynamic
environments. In other words, the mobile robot has to deal with environmental appearance change, which
modifies its representation of the environment. This paper proposes an indoor appearance-based mapping
and a localization method for mobile robots based on the human memory model, which was used to build
a Feature Stability Histogram (FSH) at each node in the robot topological map. This FSH registers local
feature stability over time through a voting scheme, and the most stable features were considered for
mapping, for Bayesian localization and for incrementally updating the current appearance reference view
in the topological map. The experimental results are presented using an omnidirectional images dataset
acquired over the long-term and considering: illumination changes (time of day, different seasons),
occlusions, random removal of features, and perceptual aliasing. The results include a comparison with
the approach proposed by Dayoub and Duckett (2008) [19] and the popular Bag-of-Words (Bazeille and
Filliat, 2010) [35] approach. The obtained results confirm the viability of our method and indicate that it

can adapt the internal map representation over time to localize the robot both globally and locally.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

These days mobile robots are needed to interact within non-
structured environments. They must deal with people, moving
obstacles, perceptual aliasing, weather changes, occlusions and
robot-human interaction in order to have high levels of auton-
omy from a decision-making point of view, and to resolve mapping,
localization and navigation issues as well as possible. These re-
quirements are useful for service robots designed to conduct
surveillance, inspect, deliver, clean and explore. In addition to lo-
calization, mapping and navigation problems, they have to guar-
antee a high level of autonomy through long-term navigation
using stable features, which can be extracted from the environ-
ment structure or detected using artificial landmarks. Mobile robot
mapping and localization methods can be: geometrical, aiming to
estimate the absolute position of the robot and landmarks; topo-
logical, using graphs to estimate the environment topology; or hy-
brid, working on two levels, a high level with a topological map
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and a low level with metric sub-maps corresponding to each node
in the graph [1].

In this paper, we consider topological localization and mapping.
Topological maps are compact, consume less computer memory,
can be stored in efficient data structures, and speed up the
navigation process. They use graphs for environmental modeling,
and vision sensors to provide the appearance of the environment
[1,2]. The goal of a topological map is to obtain a configuration
of the nodes in the graph that matches the robot environment
topology. Our work focuses on the appearance-based methods to
find this topology. The appearance observations we considered
were laser scans and omnidirectional vision. The latter has received
special attention recently due to its long-term landmark tracking,
wide field of view, robustness to occlusions, ability to be fused with
range data, and reduced noise sensitivity [3].

The goal of appearance-based methods is to use rich informa-
tion of color, texture, or environment structure in order to find
an association between two datasets, there by reducing the false
positives in robot localization. Our review of the literature related
to the appearance-based mapping and navigation show that these
approaches have been introduced in recent years [4-25]. Most of
the related papers use omnidirectional vision as the main sen-
sor, complementing the appearance-based model with range mea-
sures, which are primarily used with 3D laser scans that limit their
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applicability in Simultaneous Localization and Mapping (SLAM).
Real world environments are dynamic, but most of the cited works
assume them to be static, affecting the feature description, possibly
failing in the data association process and notoriously decreasing
the robot mapping and localization.

Common solutions to these problems include: increasing the
feature descriptor strength, so that their invariance to illumination
change, rotation and occlusion increases [3,6,17]; building a new
kind of image descriptors which depend on the type of captured
images [9,11,16]; or fusing different sensors in order to have
features with complementary information [11-15,25]. Depending
on the technique used, soon or later landmarks are invisible
due to illumination changes, occluded, or otherwise disappear
definitively. Therefore, it is important to define a process to
reinforce stable features, actively forget unstable features, and
not forget occluded and stable features, which can recover their
stability.

The motivation of our work is to improve appearance-based
mapping and localization in long-term operation and in dynamic
environments. We propose an indoor appearance-based mapping
and a localization method whose main contribution is the Feature
Stability Histogram (FSH). This is based on the human memory
model [26] to deal with changing environments and long-term
mapping and localization. It uses topological maps, such that
each discrete location has its own updated appearance model.
Unlike [19], we build a histogram using a voting scheme instead
of a hard-wired finite-state machine, and we use the FSH to
localize the robot by itself. This histogram stores the stability
values of local features, while stable features are only used for
localization and mapping. This innovative feature management
approach for topological mapping and localization is able to cope
with changing environments, long-term mapping and localization
in the appearance space, and also contributes to the semantic
environment representation.

The remainder of this paper is organized as follows. Section 2
discusses the related work which is focused on appearance-
based techniques. Then, we explain our memory based model for
mapping and localization in Section 3. Subsequently, we describe
the system overview and assumptions in Section 4. Section 5
explains the mapping algorithm based on the feature stability
histogram, which is included in a Bayesian robot localization
framework explained in Section 6. Section 7 presents the
experimental results using our implementation of the approach
proposed by [19] and the popular Bag-Of-Words approach. Our
final remarks are then given in Section 8.

2. Related work

Appearance-based methods for mapping and localization have
gained increasing attention in recent years. These mapping
techniques can be classified according to the environmental
representation method used. Fig. 1 reviews some remarkable
studies of appearance-based mapping and localization, where the
type of sensor used was also kept in mind. The more obvious and
basic approach is based on the global matching of images [23],
where the mapping and localization is performed in two separate
stages, known as an offline process. However, implementing a
mapping and localization process in a concurrent way is a more
desirable property.

An alternative approach for appearance-based mapping is to
model the environment extracting feature descriptors, which are
well known in the computer vision community as SIFT and SURF
features [4,8,19,20,22,24,25], Discrete Cosine Transforms (DCT)[5],
multidimensional histograms (color, edge, texture, gradient and
rank) [6], homographies [7] and Fourier transforms [18]. All these
methods use L1 (Manhattan distance) or L2 (Euclidean distance)
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Fig. 1. Review of appearance-based mapping and localization approaches.

metrics to match feature descriptors, and in general terms the
mapping and localization process is done assuming a static
environment, where its local appearance is not updated over time.
Approaches such as [5,8,18,25] involve motion estimation methods
based on three-view geometry or essential matrix estimation.
It is well known that the more stable a feature is, the more
accurate is the motion estimation. Therefore, figuring out the more
stable features will improve data association, which will result in
better motion estimations. If a pure topological map is used, i.e.
without geometric information involved, figuring out the more
stable features will improve the topology estimation and further
robot localization.

Other approaches take advantage of the type of sensors used
(omnidirectional or standard camera, LRF, etc.) and environmen-
tal structures surrounding the mobile robot in order to represent
the environmental appearance. Intuitively, the appearance-based
model of the environment describes the environment as it is, tak-
ing advantage of its natural features. That is the case in [9] which
uses image information content implementing quad-tree decom-
position to find interesting places, of [16] which proposes a new
descriptor focused on omnidirectional images called Polar High-
Order Local Auto-correlation (PHLAC) and tested using a particle
filter framework, but in a small environment and in short-term
navigation. An interesting case is reported in [17,21] which uses
omnidirectional vision and vertical lines as landmarks projected
on the image plane without deformation. These landmarks have
promising results because in omnidirectional vision they can be
tracked for long baselines, decreasing the probability of being oc-
cluded and increasing the probability of being visible.

In contrast to the above approaches, which use one sensor, [25]
uses sensor fusion between an omnidirectional camera and a 3D
LRF. This approach takes advantage of the metric information
provided by the LRF and mixes it with the omnidirectional
vision [27]. Then it extracts the vertical lines in the environment
and, using a scan matching technique, solves the SLAM problem.
However, the authors do not consider occlusions, and illumination
changes.

An approach close to our work is presented in [19]. They
consider the Atkinson and Shiffrin memory model [26] in order
to update the reference view of a particular place. However,
they assume that the robot is able to self-localize using other
means, since their main goal is to maintain the reference views
of the topological map up to date. In contrast to their technique,
our approach uses an adapted memory model (still inspired by
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Fig. 2. Atkinson and Shiffrin model of human memory [26].

Atkinson and Shiffrin) in which we modified the way features are
considered for robot mapping and localization. We changed the
method to figure out if a feature belongs to the short-term memory
or the long-term memory, and we used our model to localize the
robot in its environment.

One motivation of our approach is to build a feature manage-
ment system for appearance-based mapping and localization that
is able to cope with changing environments and long-term oper-
ation. We designed our approach in a way that it can be applied
to other mapping and localization techniques. Our system uses
SURF [28] descriptors to describe the appearance of indoor envi-
ronments and a topological map where each node describes a dis-
crete location, and it stores a local appearance model using an FSH.
The appearance model is used for mapping and localization ex-
tending the results achieved in [29].

3. On memory model based mapping

Early appearance-based mapping and localization approaches
such as [23] use full image matching using image templates.
Most of the recent appearance-based approaches do not consider
updating the map appearance when there are changes in the
environment. For years the scientific community has been finding
inspiration in nature, even though probabilistic localization
models have their origins in how the “place cells” in the
hippocampus works. In our case, the Atkinson and Shiffrin memory
model [26] can be used to distinguish stable features from unstable
ones, and then use the stable features for robot mapping and
localization. Fig. 2 shows the Atkinson and Shiffrin memory
model, where four main components are shown: the Short-
Term Memory (STM) which retains information long enough to
use it; the long-term memory, which retains information for
longer periods of time or lifetime; the Sensory Model, which was
added afterward and was experimentally demonstrated to have
the capability of the sensing organs to discriminate information
for subsequent processing; the forgetting module, which affects
all other components since it was experimentally demonstrated
that memories can be forgotten through trace decay. This model
proposes entering stimuli inputs in the STM. If these inputs are
continuously rehearsed, they become part of the LTM. Information
retained in LTM is recalled continuously in lifetime, but it does
not reside permanently; if it is not rehearsed it can be forgotten.
This memory model has been applied in robot mapping [19], and
in robot control architectures [30].

The memory model proposed in [26] has drawn criticism
from psychologists and neuroscientists due to its extremely linear
representation of the memory process [31,32]. They argue that
the Atkinson and Shiffrin model does not take into account the
ability of many people to recall information despite the fact that
this information has not been rehearsed. This phenomenon is
more accentuated in autistic savants. In other words, apparently
stimuli inputs can bypass STM to achieve LTM. In addition, this
memory model does not consider different levels of memory
[31,32]. From the robotics point of view, it would be useful to take
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Fig. 3. Our appearance-based update approach.

into account levels of memory represented in the strength of the
feature information.

In this work, an appearance-based update approach for robot
mapping and localization inspired by the Atkinson and Shiffrin
memory model is proposed (see Fig. 3). The reference view is
composed of both memories, the STM and LTM, not only the LTM
as in [19]. It has two main advantages: first, an input feature
can bypass the STM and become an LTM, keeping in mind the
feature strength, e.g., the feature uncertainty, the Hessian value
in the SURF descriptor, or the matching distance; second, using
the FSH as the reference view, the feature classification (STM or
LTM) is not linear since the rehearsal process can take into account
the feature strength. The rehearsal process implemented in our
approach is based on the number of times a feature has been
observed, but weighted by a function of the matching distance
computed using a robust RANSAC outlier rejection and epipolar
geometry constraint (Section 5). In this way, the appearance of
the environment represented for the FSH is updated according to
the presence or absence of pre-observed features, or the inclusion
of new features whose vote, in our case, values are weighted by
the normalized Hessian value. The rehearsal process proposed
in [19] is based on a state machine, such that after four stages a
feature is considered as LTM. When the robot starts the mapping
and localization a method to distinguish STM and LTM features
is needed. Our approach considers this situation when the voting
scheme is weighted by a feature importance value.

Once the appearance of the environment is updated, the
FSH can be used for mapping and localization. To do so, the
recall process distinguishes between STM and LTM features, i.e.
differentiating the most stable features (LTM) from the STM
features. A feature descriptor is defined as an LTM if it has a high
value in the FSH; otherwise it is considered an STM feature. This
classification has two main advantages: first, it is a straightforward
method to deal with temporal occlusions because, when using
the voting scheme of the rehearsal process the FSH value of the
corresponding feature suffers a relative decrease, or an increase
if the feature is re-observed; second, it is a suitable method to
deal with changing environments where illumination changes and
pedestrians cause feature appearance or disappearance. In the end,
the more stable features will belong to the LTM and will only be
used for mapping and localization. The recall process implemented
in our approach is threshold-based, i.e., FSH values greater than
a threshold are considered LTM features, and those less than the
threshold are STM features. The way this threshold was defined is
further explained in Section 5.

Once the LTM features are found, they are used to build the sen-
sor model in a Bayesian framework for mapping and localization.
The sensor model proposed (Section 6) uses a similarity measure
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based on the ratio of inliers found and the total number of LTM fea-
tures of the reference view. The joint work done by the rehearsal
and recall processes allows the appearance of the environment to
be updated and a sensor model for mapping and localization to be
obtained.

4. System overview
The proposed framework for appearance update, mapping and
localization depicted in Fig. 3 considers a set of basic assumptions

and other constraints related with the mapping and localization
phases, which were used to conceive the framework.

4.1. Assumptions

We implemented the proposed approach in a custom-made
differential mobile robot (see Fig. 4b). The robot was equipped

with an omnidirectional vision setup composed of a Remote Reality
parabolic mirror with a diameter of 74 mm and a Sony FCB-IX47AP
color camera with a resolution of 640 x 480 pixels. Additionally, the
robot was controlled by an embedded computer at 900 MHz. The
omnidirectional vision system was the only sensor used and it was
previously calibrated. Using these calibration parameters, a binary
mask was computed to remove the central texture information
where the robot is placed, and the outer texture information from
the mirror. In addition, a look-up table (LUT) was computed to
lift the omnidirectional image points to the equivalent spherical
model. Finally, the mobile robot was assumed to have planar
motion and its navigation used collision-free trajectories.

4.2. Topological mapping

Nowadays there are many mapping techniques such as dense
3D maps, sparse 3D maps, and topological maps. Topological
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maps are compact, consume less computer memory, can be
stored in efficient data structures, and are able to hold high-level
information that can be used for semantic environment modeling.
Our topological map is composed of several nodes, each of which
stores one or more omnidirectional views. The number of views
depends on whether a new image descriptor set is similar enough
to the descriptors already stored. The structure of our topological
map representation, illustrated in Fig. 4a, takes into account the
following notation.

e Anode defined by ni,i € {1, ..., N} where N is the number of
nodes in the map; for global localization purposes this number
was used to compute an equal prior probability for all nodes.

e In general, a node is composed of a set of SURF descriptors
extracted from similar views, which are denoted by Dn(i, j)
where i is the node index, and j € {1,...,K}. Here, K is the
number of feature descriptors stored within a node.

e Anode in the topological map stores its own FSH built from the
above descriptors. It is denoted as fsh(i, t),i € {1,...,N} at
time t, where t denotes the number of time stamps the FSH has
been updated; also, the FSH evolution over time is stored and
denoted by rfsh(i,p),i € {1,...,N},p e {1, ...t}

e Edges between nodes define neighboring relationships and
store a set of corresponding features extracted from a two-
view geometry process between nodes and denoted by Ed,, r €
{1,...,R} where R is the number of edges between nodes.
This relationship can be defined as: Ed, = match(Dn;, Dn;_,),
where Dn;_q and Dn; are the previous (i — 1) and current (i)
set of SURF descriptors at each (i — 1)th and ith node, and
match() denotes the matching process based on two main steps:
a nearest neighbor search and then a robust epipolar geometry
estimation using RANSAC for outlier rejection.

e Planar motion estimation is also included and denoted as m; =
[xi, vi, 6;]7 and recovered up to scale using [33] and the essential
matrix estimation done when the image features are robustly
matched.

4.3. Mapping phase

The mapping and localization approach proposed is able to
automatically construct a topological map from a set of training
omnidirectional images, which are taken at regularly spaced
intervals since the robot linear velocity is constant. In this work,
each image was a node in the topological map, and they were taken
with approximately 1 m separation between them. However, it
is worth noting that this robot motion is estimated up to scale
using only the omnidirectional vision sensor. Later, the topological
map was updated eight times with other omnidirectional images
obtained under different illumination conditions, times of the day,
seasons of the year, and with walking people causing temporary
occlusions.

In general terms, the map building algorithm is shown in Fig. 5.
After image acquisition and feature extraction, a high similarity
check is done to prevent robot stand-by images. Then, the robust
matching process based on RANSAC and epipolar constraint begins
and a similarity threshold is used to determine whether the robot
is stopped or the current image belongs to a new node. If the
robot is stopped, the FSH and its register are updated with the
current image features. A new node is created taking into account
the matching features between the last node and the new one
for motion estimation. The current reference view is also updated
keeping in mind our appearance-based approach, rehearsing the
features in the FSH, and classifying them as STM or LTM.

5. Appearance-based mapping using feature stability his-
tograms

This section presents the pipeline process of our approach. In
first place, Algorithm 1 presents how the FSH is built, and then the

details of the rehearsal and recall process are described. Also, the
experimental support for the threshold selection is presented, as
is the pruning technique to avoid the excessive increase of useless
STM features.

Algorithm 1. Feature stability histogram algorithm.

Definitions:
fshFeat: Reference features stored in the current node.
tFshFeat: FSH registry over time.
fshMatch: Matched referenced features.
ItmFeat: LTM features of the current node.
stmFeat: STM features of the current node.
PRUNVIEW: Threshold to prune STM features.
thresholdLTM: Threshold to distinguish between LTM/STM
features
Inputs:
currNode: Current node.
currFeat: Current image features.
doFSH()
/| Data association.
currFeat = getlmageFeatures();
fshFeat = getReferenceFeatures(currNode);
fshMatch = getMatchedFeaturesThroughEpipolarConstraint
(currFeat, fshFeat);
|| Feature stability histogram update.
for (every fshFeat in fshMatch)
if (fshFeat in ItmFeat)
increaseFSHvalue(fshFeat); //Rehearsal process (Eq. (1))
end
end
|| Feature stability histogram pruning
for (every fshFeat)
if(fshFeat value < PRUNVIEW)
doRemovalFeature(fshFeat);
end
end
tFshFeat = getFSHnormalization(fshFeat);
// LTM and STM update
for (every tFshFeat)
if (fFshFeat >= thresholdLTM)
ItmFeat = updateLTMfeatures(tFshFeat); // Recall
process
else
stmFeat = updateSTMfeatures(tFshFeat); // Recall process
end
end
end

Algorithm 1 shows an outline of the FSH creation. Two main
inputs are needed, the current node where the FSH is stored and
the current image features. In the first place, the data association
is done using a robust descriptor matching. First, an (i— 1)th image
and a current image (i) are used to extract tentative correspondent
features using the nearest neighbor method described in [28].
Second, the epipolar geometry is computed, given these tentative
correspondences; u and p are image and mirror points in the first
view, and v and q are image and mirror points in the second view.
The essential matrix E was estimated using RANSAC such that for
all correspondences q"Ep = 0 is satisfied. At this point, a look-
up table was created to speed up the process of lifting the image
points on the mirror’s sphere-equivalent model. A correspondence
isregarded as an inlier if in the second image the point v lies within
a predefined distance from the conic specified by v Cv = 0 where
C is defined in Eq. (1) according to [34].
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cording to Eq. (3).
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where, v is the nominal vote value (by default 1), and H; is the nor-
malized ith Hessian value of the new image feature.

The FSH in each node of the map includes STM and LTM features.
According to our experiments, the number of STM features tends
to increase. This happens because our approach implements a
weighted voting scheme: if the feature is re-observed, it will be
promoted; otherwise, it progressively decreases its FSH value. The
intuition behind this situation is that computational resources are
wasted trying to match these low importance features, increasing
the complexity of the data association problem. These features
whose FSH values remain at low levels are very often in real
environments, because occlusions, walking people, bright spots
on the floor and illumination changes are trigged as features. For
scalability reasons, we want to maintain a low number of these
features, so we have implemented a pruning method that depends
on the amount of votes a stored feature has and the minimum
number of votes a new feature should have. This is denoted in

Eq. (4).

(3)

Fprun; = {vFSHlvFSH < & actView > PRUNVIEW}

1
max (FSH)
(4)

where, actView is the current number of re-observations, vFSH is
an individual value of the FSH that is related with each feature
descriptor in a node, PRUNVIEW is a constant which specifies from
which map update the pruning process starts (see Algorithm 1),
and max(FSH) defines the actual maximum value of the FSH. The
condition expressed in Eq. (4) is quickly checked for all FSH values,
and those that satisfy this equation are removed from the FSH.
However, PRUNVIEW has to be carefully selected to avoid storing
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Fig. 6. (a) Successful and non-successful position estimations versus pruning

threshold. (b) Successful and non-successful position estimations versus LTM
threshold.

lots of useless features, or deleting new ones which could become
future LTM features.

We conducted another experiment to figure out the most
suitable PRUNVIEW value. It consisted of varying the pruning
threshold value and the map update as well, and then generating
100 random image sequences to test the successful and non-
successful global position estimations. The results are shown
in Fig. 6a, where the dashed curve represents the successful
localization results and the continuous curve, the non-successful
localization results. This figure shows a maximum value of
96.08% of successful results when the PRUNVIEW value is 4. A
pruning threshold of 1 causes our localization algorithm to have
less successful results, because the new features added to the
topological map are deleted before they become LTM features.
On the other hand, a pruning threshold of 7 causes a scalability
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problem: too many features are stored in the FSH, which is
very problematic for long-term mapping and navigation and data
association. Therefore, a pruning threshold of four is a good
compromise between these two extremes.

In [19], this is done in a simpler way. Once the difference
between the current view and the current node is computed, for
every feature in this set which remains in the first state, it is
definitively removed. Our approach is more conservative. Basically,
any feature has 3 more chances to increase its FSH value before it
is deleted.

The next step in Algorithm 1 is the LTM and STM classification.
According to how the FSH is built, a good way is to select a
threshold such that FSH values greater than the threshold are
considered LTM features, and those less than the threshold are STM
features. But, the FSH values change continuously, so an arbitrary
threshold (e.g. 0.5) could cause some problems: very few LTM
features could be obtained which is not good for appearance-
based mapping causing a lack of representativeness for robot
localization; a high number of LTM features could increase the data
association uncertainty and decrease scalability. We conducted an
experiment where we used 100 random image sequences to test
the successful and non-successful global position estimations for
each change of 0.1 in the threshold value. The results are shown
in Fig. 6b, where the dashed curve with diamonds shows the
successful localization results, and the solid curve with squares
shows the non-successful localization results. As can be seen,
two possible values can be extracted: 0.3 or 0.7. If we selected
a threshold value of 0.3, it would select many LTM features,
which is inconvenient from representativeness and scalability
point of view. On the other hand, a threshold of 0.7 (successful
localization results of 86.1%) is a good commitment between the
inconveniences described above. Then, this value is used in the
algorithm as thresholdLTM.

Until now we have defined two important thresholds: one to
distinguish LTM from STM features and another one to perform
a pruning of STM features. We performed two statistical experi-
ments to define them, and we did not assume any constraint with
respect to the feature extraction.

6. Robot localization framework

Once the topological map of the environment is built, it can be
used for robot localization. Given an omnidirectional image of the
surroundings of the robot, the aim of our localization algorithm is
to find the node where the robot is likely to be. Note that such a
node is related to a world position in the environment.

In general, robot localization involves global and local local-
ization problems. Global localization is considered when no a
priori information about the location is available. This situation
occurs when the robot is initialized or gets lost. In contrast, if the
robot knows the current pose, local localization deals with track-
ing the robot motion along subsequent poses. This paper proposes
an appearance-based mapping and probabilistic localization ap-
proach to deal with both global and local localization using the ap-
pearance update approach described in Fig. 3.

SURF features are used to describe the appearance of the
environment. They are normally used as local features, rather than
global ones. Perceptual aliasing in the environment can confuse
robots, because the visual appearance of the environment is
similar at two or more different locations. However, the proposed
mapping and localization approach based on the human memory
model allows us to find the most stable features, and reduce the
location ambiguity. This can be achieved up to a level of uncertainty
that directly affects the position estimation. Therefore, to constrain
such uncertainty, a Bayesian filtering-based approach assigns a
probability value at each topological location.

Bayesian filters are used for probabilistic estimations of the
system dynamic state when noisy observations gather at time t

and actions are done at the same time. In particular, our state is
defined as a node x € {nq,...,ny} in the topological map, e.g.
X; = n4 means the robot at time t is in the node 4; the observation
Z, = Ugesc done at time t is composed of SURF descriptors from
the current image. Then, our localization problem formulation is:
given a collection of LTM features Z = {Dny, ..., Dny} such that
z(x;) = Dn; relates a location with an observation in the map, the
goal of the localization algorithm is to find the node location x; that
matches the current image.

The Bayesian filter recursively calculates the posterior state
distribution p(x;/z.;) as the probability of being at node x; at
time t. We use Bayes’ rule to define this posterior distribution as
depicted in Eq. (5).

p (X[|Zl:[) — p(ztlxtﬂ Zt—15 ey ZO)p(X[|Zt—17 R ZQ) (5)
pzlz-1, ..., 20)

where the denominator can be replaced by a normalization factor,
since it does not depend on x;, and keeping in mind that Bayesian
filters assume that the dynamics of the system are Markovian,
which means that future locations do not depend on past locations.
Eq. (5) can be expressed as Eq. (6) allowing us to calculate the
location estimation recursively since p(x;—1/z1¢—1) is the last
location estimation.

p (X¢|z1:0) = ap (z¢|x;) Z

xt—1€{nq,....ny}

p (X¢lxe—1) p (Xe—1121:0=1) . (6)

Eq.(5) has two unknown distributions: p(x;, X;—1) and p(z; /x;). The
first, called the motion model, expresses the probability transition
between two node locations in the topological map. To define it, we
enforce the temporary coherence of the node position estimation
and assume that transitions between closer places are more likely
than transitions between more distant node locations. We model
this as a Gaussian distribution centered at x, and expressed in

Eq.(7),

e
Pl =ye @)

where y is a normalization constant, ||x; — x;_1]| is the distance
between the two nodes in the topological map, and o2 is the
variance of the distances on the map. The second unknown
probability distribution in Eq. (7) is p(z;/x;), or the sensor model.
In our case the sensor model is computed keeping in mind the
appearance update approach described in Section 3, where a set
of LTM features from the topological map are compared with the
current view z; at x; such that a similarity measure is computed as
depicted in Eq. (8).

match (vgesc, Dn;)
S, =
o /match (vgesc, Dn;) * Dng

where vges. is the new image descriptor set, Dn; is the ith LTM node
descriptor set, match(vgesc, Dn;) is the number of corresponding
features between the new image and the LTM features of the
current node, and Dng is the number of total LTM features in
the current node. We have defined a geometrical average in the
denominator of Eq. (8) to constraint the influence of high values of
Dng, and avoid giving more weight to the stored features than the
new image descriptor set. Then, given a set of LTM features stored
in the topological map Z;r)y = {Dny, ..., Dny}, the probability of
the current observation z; at x; belongs to a particular node in the
map is depicted in Eq. (9).

(8)

_sim(ze.Zy )

p(zlx) =de % 9)

where § is a normalization constant, sim(z;, Z;1y) is the similarity
measure defined by Eq. (8), and 022 is the variance of this measure.
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Fig. 7. Camera motion estimation and topological map representation. The motion estimation was placed on the building plans.

As a result of perceptual aliasing, the sensor model can have
more than one maximum value. To overcome this inconvenience
and avoid discarding other location hypotheses in the case of
initialization or getting lost, Eq. (9) was modified as a sum of
Gaussians. The number of Gaussians corresponds to the number
of peak values between the maximum of the similarity measure
sim(z;, Ziry) minus o, and the weight of each Gaussian is given
by the corresponding peak of the similarity measure, as denoted in
Eq. (10); then the assumed sensor model is shown in Eq. (11).

= max {sim (z¢, Zitm) — 07} (10)
_sim(z1.Zm.1)
2

p@lx) =8um Yy wie (11)
1

where §5,, is @a normalization factor and wj is the mixture weight,
which equals the peak value corresponding to the hypotheses after
applying Eq. (10). In this way each new hypothesis is proportional
to its similarity measure. It is worth noting that for localization
purposes the similarity measure considers the LTM features only.
This means the more updates are performed in a node, the more
certain is the robot position in the topological map.

Algorithm 2 describes how the Bayesian topological localization
is done using the framework explained above, and how the LTM
features are used to build the sensor model in order to obtain an
estimated node position based on the surrounding appearance. In
the first place, the motion model is built using the previous node
estimation as depicted in Eq. (7). Then, using the current image
features, the more likely nodes where the robot is expected to be
are predicted by Eq. (7), and the LTM features of those nodes are
used to build the sensor model. Once the robot position in the
topological map is estimated, we use this information to update
the map with the current features and the FSH algorithm described
in Algorithm 1.

Algorithm 2. Bayesian localization using the FSH.

Definitions and inputs:
mapT: Topological map.
currFeat: Current image features.
currNode: Current node estimation.
rMotion: Probabilistic motion model.
rSensor: Probabilistic sensor model.
appSimil: Appearance similarity.
ItmFeat: LTM features of a specific node.
Xt_1: Previous node position estimated.
Pt_t: Previous node position uncertainty.
Xt: Estimated node position.
Pt: Estimated node position uncertainty.
doBayesLocalizationFSH()
currFeat = getlmageFeatures();
/| Prediction
rMotion = getMotionModel(mapT, Xt_1, Pt_1); /| Eq. (7).
// Build the sensor model, Egs. (8) and (9).
for (every node in rMotion)
ItmFeat = getLTMfeatures(rMotion);
appSimil = getAppearanceSimilarity(currFeat, ItmFeat);
rSensor = doBuildSensorModel(appSimil);
end
rSensor = doSumOfGaussians(rSensor); /[ Egs. (10) and (11).
/| Node position update
[XtPt] = getEstimatedNodePosition(rMotion, rSensor);
/1 Eq. (6)
/| Update map
doFSH(Xt, currFeat);
end

7. Experiments

The experiments conducted to test our approach were classified
into two groups: first, a static experiment in order to observe
the image similarity behavior with and without the environment
appearance representation update; second, the global and local
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Fig. 8. Static image similarity test. (a) and (c): similarity measure of a place close to big windows, node 20 in the map, and a place close to the cafeteria (node 66).

(b) and (d): examples of typical omnidirectional images of both places.

localization of the robot. The purpose of the first experiment is
to show how dynamic environments affect similarity measures,
and how our approach updates the appearance representation of
the environment. In the case of the second set of experiments, our
approach is compared with the method proposed by [19] and the
Bag-of-Words technique that nowadays is becoming popular for
appearance-based mapping and localization [35-37].

Our approach was tested using a value of 0.7 for the threshold
value in order to distinguish LTM from STM features in the
FSH. Also, the pruning threshold used was 4. Note that these
threshold values were experimentally selected according to the
experiments described in Section 5. All experimental tests (static
and topological localization) use real world images which were
captured day and night, in summer, fall and spring, such that a
database of 640 images was obtained and they were used to update
the appearance of the environment. This dataset was divided
into eight equal parts, each one is considered a map update.
The images contain a wide variety of occlusions (people walking
by and standing), noise, and changes in illumination (day, night
and seasons) to ensure a good enough appearance update of the
environment.

In addition, one additional image set was taken at completely
different positions and orientations compared to the image dataset
described above. These images had not been seen previously by the

robot. With this set, our approach, the method proposed by [19]
and the Bag-of-Words technique were tested using a Bayesian-
based simulation framework. For each image in this last dataset,
the real topological node in the map was stored, which allowed us
to extract the position error (in the topological space) between the
real and the estimated location node.

Fig. 7 shows the environment representation and the node lo-
cations obtained in the topological map we built. The environment
selected was the first floor of the Computer Engineering Depart-
ment at the University of Girona, where there are normally a lot of
people passing by, different passages that are quite similar to each
other, and big windows (between nodes 12 to 28,63 to 66 and 70 to
80) that allow big changes in illumination due to changing weather
conditions and seasons. The camera motion estimation was placed
on the building plans for visualization purposes only.

The method proposed by [19] was implemented with 4 and
5 stages in STM and LTM finite-state machine, respectively. The
feature extraction was done using the SURF algorithm over the
original omnidirectional image; these features were not computed
over the unwrapped panoramic image as in [ 19]. The motion model
assumed was defined by Eq. (7), and the sensor model by Eq. (9)
keeping in mind the reference view specified by [19].

Bag-of-Words methods [36] based their environmental repre-
sentation on a set of unordered features (the visual words) taken
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The Bag-of-Words method.

from a dictionary. The dictionary is built using a clustering tech-
nique, commonly k-means, and then image classification is based
on the occurrence of the visual words in an image to infer its class.
The dictionary is built beforehand in an offline process. The match-
ing process is based on a Nearest Neighbor (NN) search among the
distance separating the corresponding visual words. The Bag-of-
Words toolbox used was the Caltech large scale image [38]. Our
implementation uses SURF features computed on the original om-
nidirectional image. The clustering process involves 80 different
classes corresponding to each node in the topological map. Each
time the map was updated, the dictionary and clustering process
were generated. The motion model assumed was defined by Eq. (7),
and the sensor likelihood model was the term-frequency-inverse
document frequency (tf-idf) weighting depicted in Eq. (12).

. My N
tf — —idf = - log — (12)

1 w

where, n,; is the number of occurrences of word w in an image I;,
n; is the total number of words in I;, n,, is the number of images
containing word w, and N is the total number of images seen so
far.

7.1. Static image similarity test

The motivation of our work is to improve appearance-
based mapping and localization in long-term operation and in
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noise or artificial occlusion. (a) Our approach. (b) The method proposed in [19]. (c)

dynamic environments to detect the most stable features in
the environment and then use these features for mapping and
localization. Our approach was evaluated in one node of the
topological map in order to see how it updates the environment
information, detecting the most stable features, and computing
the image similarity. We conducted a static experiment in which
important changes in the environment were present. Three main
changes were considered: changes in illumination due to weather
conditions, passers-by causing temporary occlusions and moving
the furniture present.

Fig. 8a compares the similarity percentage and the image
number at node 20, which is close to a big window ensuring real
world conditions due to illumination changes. The 180 images
were acquired over five days. Fig. 8a shows both similarity
measures: the dashed curve was made using our approach,
whereas the continuous curve was created without updating the
environment appearance. Fig. 8b shows three examples of the
typical omnidirectional images obtained at this node, where one
can observe the changes in illumination and occlusions due to
passers-by. The image similarity means were 88.82% and 58.15%
for our approach and without the appearance update, respectively.
Dynamic environments as shown in Fig. 8b cause low similarity
measures when the representation of the environment is not
updated accordingly, but in the case of an LTM-based similarity
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(b) The method proposed in [19]. (¢) The Bag-of-Words method.

measure, this effect is reduced because most LTM features remain
and a good representation of the environment is maintained.

A second place was also selected. It is close to a cafeteria area at
node 66. In this place a second static experiment, whose results are
shown in Fig. 8c and d took place. Again, our approach performed
better than the classical approach without appearance update.

7.2. Global and local topological localization

As described at the beginning of this section, comparative global
and local topological localization was performed, including the
approach proposed by [19], the Bag-of-Words method and our
approach. Four types of tests were done: the first one used the
original set of test images, without noise or artificial occlusion; in
the second a Gaussian noise with © = 0 and ¢ = 0.15 was added
to the current image, but without artificial occlusion; in the third
and fourth tests a Gaussian noise with 4 = 0 and 0 = 0.15 and
artificial occlusion was added by randomly removing 25% and 50%
of the current image features, respectively.

To evaluate the localization performance, 100 random image
sequences were generated from the test dataset for each experi-
ment. In both global and local localization, the estimated location
was selected using the winner-takes-all approach. Since we have
the real node that each image belongs to, the mean position error
in the topological space can be obtained using the 100 random im-
age sequences. Successful position estimation means that the max-
imum value of the posterior Gaussian belief is within 4-1.25 nodes
around the real node location in the map.

1 2 3 4 5 6 i 8
Map Update

Successful and Non-Successful Local Position Estimations
Continuous: Successful (+0.56529) - Dashed: non-Successful (+10.3796)
1001 % i SR : -

Successful and non-successful global and local position estimation along map updates without noise or artificial occlusion. (a) Our approach.

At each random image sequence, global localization was evalu-
ated using the first image of the sequence. In this way, we ensured
that no previous knowledge about the location was available, since
this is the first localization attempt for each image sequence. The
remaining images in the sequence were used to evaluate local lo-
calization, since in this case the localization algorithm deals with
tracking the robot motion along subsequent poses.

7.2.1. Global and local localization without noise or artificial occlusion

Fig. 9 shows the mean position error of global and local local-
ization along the map updates and its uncertainty bounds (30).
Fig. 9a-c correspond to the results obtained using our approach,
the method proposed in [19] and the Bag-of-Words approach im-
plemented using the Caltech toolbox [38], respectively. The left and
right sides of each figure show the mean position error for global
and local localization, respectively. Because the global localization
error was measured using the first image in the random sequence,
wide uncertainty bounds are expected to be present. It is also ex-
pected that the mean pose error will approach zero as the map
updates increase. The experimental results for global localization
of Fig. 9 show that our approach, which uses only visual informa-
tion to figure out where the robot is placed in the topological map,
presents a lower position error uncertainty than the others. In our
approach, the mean error position for global localization tends to
approach zero as the map updates increase. In the method pro-
posed by [19] the effect of the number of states in the finite-state
machine for the STM features (4) can be seen, because when the
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Fig. 11. Mean position error of global and local localization along map updates with Gaussian noise, and without artificial occlusion. (a) Our approach. (b) The method

proposed in [19]. (c) The Bag-of-Words method.

map update 5 was presented to the system, it started to decrease
the mean position error and was approaching zero, which is not the
case for our approach. The Bag-of-Words method holds a more or
less constant global position error, but its uncertainty bounds are
greater than our approach.

The mean error for local localization behaves in a similar
way. As the map updates increase, the mean error tends to
decrease. However, in our approach the effect of the environmental
appearance update is more evident than in the other approaches.
The method proposed by [19] is highly affected by the number
of states in the STM finite-state machine, and in the Bag-of-
Words approach there is an increase of the mean position error
between map updates 4 and 6, which belong to spring and summer
according to our dataset. This caused big changes in illumination
and bright spots which were considered as features but without
meaningful environmental appearance information. It is worth
noting that we are dealing with real world images, where natural
changes in illumination, walking people and occlusions influence
the feature extraction and cause the increase and decrease of the
mean position error for the three methods tested. However, Fig. 9
shows that our approach deals with these situations better.

Fig. 10 shows the percentage of successful and non-successful
global and local position estimations. Note that our appearance-
based approach performs the mapping and localization in the
topological space. Successful position estimation means that the

maximum value of the posterior Gaussian belief is within +1.25
nodes of the real node location in the map; this position estimation
was also considered for the other methods tested. Fig. 10 has the
same visualization format as the one for Fig. 9 described above.
The global localization results of Fig. 10 show that our approach
outperforms the method proposed by Dayoub and Duckett [19]
and the Bag-of-Words method, because the LTM features obtained
from our reference representation (the FSH) are able to maintain
the representativeness of the environmental appearance from the
beginning. This is done thanks to the weighted voting scheme
proposed in Egs. (2) and (3). The method proposed by [19] tends
to increase its percentage of successful position estimations, but
after the features state overcomes the STM finite-state machine.
Indoor datasets are full of perceptual aliasing. This becomes a
great challenge for the Bag-of-Words method because in global
localization it finds many position hypothesis within the internal
Bag-of-Words environment representation, which is given by the
voting schema over the visual words.

Observing the experimental results for the successful and
non-successful local position estimations, our approach holds
its tendency to increase the successful position estimations as
the map updates increase. The method proposed by [19] again
suffers the consequences of the delayed appearance update
representation, but in the end its percentage increases drastically.
Despite the fact the map updates 4-6 are challenging, the Bag-of-
Words method shows a positive difference between the successful
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Fig. 12. Successful and non-successful global position estimation along map updates with Gaussian noise, and without artificial occlusion. (a) Our approach. (b) The method

proposed in [19]. (c) The Bag-of-Words method.

and non-successful position estimations along the map updates.
Fig. 10a and b show clear experimental differences between our
approach and the method proposed by [19]; these differences are
the consequence of changing the reference view model at each
node in the topological map for the FSH, which considers the
strength of the environment features and then classifies them
as STM or LTM features. In addition, the suitable thresholds are
used to distinguish LTM from STM features, and to prune useless
features stored in the FSH.

7.2.2. Global and local localization with Gaussian noise, no artificial
occlusion

Fig. 11 shows the mean position error for global and local
localization using a corrupted input image, but without artificial
occlusion. This section and the two following it aim to evaluate
our approach in the presence of Gaussian noise and occlusions.
These occlusions are artificially generated by randomly removing
a percentage of the input features. Note that these occlusions
are in addition to the ones naturally present in the original
omnidirectional images in our dataset. For the mean position
error in global localization, the last three approaches have a mean
error close to zero, but the levels of uncertainty are lower in our
approach. This also means that our matching and outliers removal
method is performing well despite the Gaussian noise added.

From the local localization point of view, Fig. 10 shows that
in the end the mean position error is similar to that achieved
without adding Gaussian noise in the three methods tested, but

again the levels of uncertainty are lower in our approach. The
method proposed by Dayoub and Duckett [19] shows the negative
effect of having a hard-wired finite-state machine for the rehearsal
stage in the STM. The Bag-of-Words method shows an increase
of the uncertainty as in both global and local mean position error
between map updates 4 and 6, despite a two-view geometry check
is being done.

Fig. 12 shows the percentage of successful and non-successful
global and local position estimations in the presence of Gaussian
noise in the input image. For global localization, it is observed
that at the beginning the noise added has a negative impact in
our approach, but one map update more is enough to have a
positive difference between successful and non-successful position
estimation. This difference increases as the map updates increase,
which does not happen with the other two approaches. This
demonstrates that our approach coherently deals with the original
illumination changes and occlusions, and the Gaussian noise
added. This can be observed in the continuous curve going up and
down on the left side of Fig. 12b and c.

The right part of Fig. 12 shows the local position estimations.
Clearly, our approach outperforms the other two approaches, since
it always shows a positive difference between the successful and
non-successful position estimations. Observing the experimental
results between Figs. 10 and 12, the Bag-of-Words method
performs better than the method proposed by Dayoub and
Duckett [19], whose major weakness is the finite-state machine
conception, which adds a highly sequential component to the
feature classification process.



B. Bacca et al. / Robotics and Autonomous Systems 59 (2011) 840-857

Mean Position Error Evolution along Map Updates
T T T T

jO)]

Mean Pose Error {Nodes)

Map Update

Mean Position Error Evolution along Map Updates

853

Mean Local Position Error and Uncertainty along Updates - STD: +/- 7.4998
15, : . . i

NN W
(=] <

Mean Pose Error {Nodes)
o

|

4
Map Update

Mean Local Position Errar and Uncertainty along Updates - STD: +/- 12.0819

b 3 ‘
30
w v
B 3%
g 2
- ‘6 20_ S
8- @15
§ o
o
£ g
B s 10+ =
g g
= 5| |
) i
0 1 2 3 4 5 ] 7 8
Map Update
Mean Local Position Error and Uncertainty along Updates - STD: +/- 8.4464
35 T T T T T T T
C
____________________________________ 30}
Z 10 i T T e N
: - g 25|
z G——.‘-\'/I—.\.h- =
= . =20}
£ 10 o g
[im} T o 2l w
% 20=""" e SRR ST R - P S s i & 15
2 S H
§ 90 1 g J
2 H
-40r 7 5} |
50— 4 -
i i a i L i I
1 2 3 4 ] 6 7 8 0 1 2 3 4 S 6 7 8
Map Update Map Update

Fig. 13. Mean position error of global localization along map updates with Gaussian noise, and with artificial occlusion of 25%. (a) Our approach. (b) The method proposed

in [19]. (c) The Bag-of-Words method.

7.2.3. Global and local localization with Gaussian noise and artificial
occlusion of 25%

In this section, we describe how the input images are corrupted
with Gaussian noise and artificial occlusion of 25%. The artificial
occlusion was implemented by randomly removing features from
the input image. As described earlier, this occlusion is in addition
to what is naturally present in the original omnidirectional images,
and is caused by pedestrians, bright spots or illumination changes
due to season or time of the day. The left part of Fig. 13 shows
the mean position error for global localization with Gaussian
noise and artificial occlusion of 25%. Our approach maintains a
decreasing error position to zero along the map updates, and has
a lower uncertainty level than the other approaches. In terms of
local localization error, the method proposed by [19] still presents
an error peak at map update 5, and the Bag-of-Words method
behaves similarly to our approach. Comparing the experimental
results of Figs. 11 and 13, our approach and the method proposed
by [19] behave in an especially similar way. Despite the noise
and artificial occlusion added, our approach maintains a good
representativeness of the environment’s appearance encoded in
the LTM features, which allows it to better estimate the robot
position than the other approaches. This position estimation is
done saving time, computing resources and storage, because the
Bag-of-Words method requires the creation of a new dictionary
each time the map is updated, and the size of the dictionary greatly
depends on the number of images and features. For instance, our

approach has an appearance-based map size of 7.73 Mbytes at the
eighth update, while in the Bag-of-Words method the map at the
eighth update has a size of 64.9 Mbytes.

The percentages of successful and non-successful global and
local position estimations are presented in Fig. 14. Here, our
approach has some difficulties at the beginning, but after the
third map update the successful position estimations are better.
It is noteworthy that although the global localization estimation
might be erroneous, the local position estimation is correct. This
means that the sensor model selection as a sum of Gaussians was
correct, because it allowed our approach to recover from wrong
global locations, and then progressively obtain good localization
estimations as the image sequence continued. The main idea
behind this was that the robot would continue its path to collect
more evidence and estimate where it is, which was not far from
reality because active map building and localization algorithms
often use this technique [39].

Given these challenging conditions of noise and artificial occlu-
sion, the method proposed by [19] increases the peak values of
non-successful position estimations, since less features in the STM
finite-state machine are promoted to the LTM. Despite the fact that
the Bag-of-Words method finally achieves a positive difference be-
tween the successful and non-successful position estimations, the
noise and the artificial occlusion added increases the effect of its
main weakness: dealing with perceptual aliasing, which is very
common in indoor environments.
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7.2.4. Global and local localization with Gaussian noise and artificial
occlusion of 50%

Fig. 15 shows the experimental results for the global and local
mean position errors when the input images were corrupted
with noise and artificial occlusion of 50%. Fig. 15a shows how
our approach performed well on this challenging test, the
global position estimation approaches zero and the local position
estimation decreases as the map updates increase. The similitude
of the results presented for our approach in all the four of these
tests is evidence of the importance of getting a suitable appearance
representation of the environment. For instance, the threshold
selection to distinguish STM from LTM features was statistically
and experimentally found, as in other computer vision studies did
such as the Fast-Hessian/Hessian-Laplace selection in SURF [28].
In our case, if the threshold is too low, lots of LTM features
are considered, which causes perceptual aliasing. If the threshold
is high, fewer LTM features are considered and the reference
view in each node lacks representativeness of the environment
appearance.

Fig. 15b shows the global and local position error for the method
proposed by [19]. The error peak at map update five is still present,
but one might wonder what happens if the rehearsal stages at the
STM are reduced? This test was performed, but the mean position
error did not decrease at the same rate as our approach, because
many LTM features were considered as a reference view and most
of them did not deserve to be promoted. In addition, the discrete
increments of the state in the finite-state machine framework do

not support a real value, which causes a lack of flexibility choosing
the more suitable number of states. Fig. 15c¢ shows the results
for the Bag-of-Words method which has some similarities with
the results of our approach, but it involves an offline process, the
uncertainty levels are bigger and as described in Section 7.2.3 the
time, computing and storage costs are high.

Fig. 16 shows the percentages of successful and non-successful
position estimation in the presence of Gaussian noise and artificial
occlusion of 50%. Fig. 16a shows the experimental results for
our approach, which after the fourth map update achieve a
positive difference between the successful and non-successful
global position estimation. This figure also shows evidence of
how the assumed sensor model allows progressive improvements
in the local position estimation. The increasing tendency of the
successful local position estimation curve is also evidence of how
the posterior Gaussian belief progressively shrinks.

Fig. 16b and ¢ show the experimental results for the method
proposed in [19] and the Bag-of-Words method. The former
recovers in the end, but while the reference view at each node does
not take into account the LTM features the non-successful position
estimations prevail. The latter has no successful global position
estimation at all, but the local position estimations are not reliable.

7.2.5. Scalability

An important motivation behind this work is being able to
deal with large environments and long-term navigation. Then, the
mean size of the LTM features set can provide evidence for the
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Fig. 15. Mean position error of global and local localization along map updates with Gaussian noise, and with artificial occlusion of 50%. (a) Our approach. (b) The method

proposed in [19]. (c) The Bag-of-Words method.

scalability of our approach. Fig. 17 shows the evolution of the
number of LTM and STM features as the map updates increase.
The continuous curve with diamonds shows the evolution of the
number of LTM features, the dotted curve with circles the evolution
of the number of STM features, and the dashed curves their
corresponding uncertainty. Fig. 17 shows that the number of LTM
features remains almost constant, or at least it does not exceed 284.
Although the number of STM features has a tendency to grow after
initialization, after map update 4 it is reduced thanks to the pruning
method discussed earlier, and remains almost constant or at least
does not exceed 480 features after the fifth update. This means that
our approach deals well with large environments, because LTM
features are only used for robot mapping and localization.

8. Conclusions

This article has proposed an innovative feature manage-
ment approach for topological mapping and localization and
appearance-based indoor environment representation. Our ap-
proach, based on a modified human memory model, implements
concepts such as Long-Term (LTM) and Short-Term Memory (STM)
as mechanisms to classify features as either stable or non-stable.
Unlike other approaches, our method considers a weighted voting
scheme to outperform the Atkinson and Shiffrin memory model
linearity, which allows our proposed appearance-based mapping

and navigation approach to pass to the STM only those strong fea-
tures in the environment. LTM and STM concepts were applied
to topological mapping and localization using a Feature Stability
Histogram (FSH), which stores at each node statistics about what
features have been observed repeatedly. STM and LTM features
are distinguished using a threshold, and only LTM features were
used for robot mapping and localization. Using the weighted vot-
ing scheme implemented using the FSH, our method can deal with
temporal occlusions caused by dynamic environments and illumi-
nation changes caused by time of the day and seasons.

Our method was tested in static and dynamic environments.
The former included two sets of images acquired over a long period
of time in order to show that our approach and the image similarity
measure proposed offer better results than a static description of
the environment. The latter used a topological map which was
updated as many as eight times and a Bayesian-based localization
approach for global and local localization experiments. According
to these results, the FSH, the weighted voting scheme and the
classification of STM and LTM features seems like a promising
way to improve appearance-based mapping and localization.
The LTM features obtained from our reference representation
(the FSH) are able to maintain the representativeness of the
environmental appearance from the beginning of the map creation,
which does not happen with the other methods we compared. The
sensor model assumed as a sum of Gaussians has been proven
correct, because it allowed our approach to recover from wrong
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global locations, and then progressively obtain good localization
estimations as the image sequence continued.

The major weakness of the method [19] is its finite-state
machine conception which adds a highly sequential component
in the feature classification process. This inconvenience is solved
in our approach thanks to the weighted voting scheme, which
allows an earlier feature classification (STM or LTM features),
based on the feature strength (uncertainty). Perceptual aliasing
becomes a great challenge for the Bag-of-Words method, because

in global localization it finds many position hypotheses within
the internal Bag-of-Words environment representation. The effect
of perceptual aliasing is considerably lower in our approach
than in the Bag-of-Words method, because our method uses the
FSH, which maintains a local representation of the environment
appearance. Normally, the big changes in illumination and bright
spots have no meaningful environmental appearance information,
but the Bag-of-Words method does not have an explicit way to
distinguish them from relevant features. In our case, the FSH and
the feature classification in STM or LTM seems a promising way to
extract relevant or stable features from the environment.

Pure topological maps give coarse localization estimations,
but they behave very well in long-term navigation and large
environments, and they are a suitable method for appearance-
based environment models. For instance, our approach deals well
with large environments, because our tests have shown that the
number of LTM features was maintained within reasonable limits.
Finally, in general, SURF features behaved well in our experiments,
but they are not features with enough representative information
to be used as global features; so, another improvement to our
approach will be focused on the use of features that are closer to
an appearance-based model of the robot environment as proposed
in [40], using a fusion sensor method as described in [27], rather
than interesting key points. Despite this additional issue, our
approach is able to perform a global and local localization with the
results shown.
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As future work, the STM/LTM threshold will be learned
depending on how the environment changes, and the pruning
threshold according to the FSH value exponential decay. However,
in this work these threshold selections gave good localization
results, and it is worth noting that the dataset used was collected
during different seasons of the year, ensuring a wide variety of
illumination changes, walking people and in general a dynamic
indoor environment.
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