Appearance-based mapping and localisation
using feature stability histograms
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Proposed is an appearance-based mapping and localisation method
based on the human memory model, which is used to build a feature
stability histogram (FSH) at each node in the robot topological map.
FSH registers local feature stability over time through a voting
scheme, and most stable features are considered for mapping and
Bayesian localisation. Experimental results are presented using omni-
directional images acquired through long-term acquisition considering:
illumination changes, occlusions, random removal of features and per-
ceptual aliasing. This method is able to adapt the internal node’s rep-
resentation through time to achieve global and local robot localisation.

Introduction: Nowadays, mobile robots interact within non-structured
environments to deal with moving obstacles, perceptual aliasing,
weather changes, occlusions, and to resolve mapping, localisation and
navigation issues as best as possible. Mapping and localisation
methods can be geometrical, topological or hybrid. Our work is
focused on topological localisation and mapping using appearance-
based models of the environment. The strength of the actual appear-
ance-based models lies in their ability to represent the environment
through high-level image features, using similarity measures to localise
robots and to decide if new information can be added to the robot map.
These methods are highly affected by changes in the environment
appearance owing to weather conditions, occlusions by pedestrians,
daytime and perceptual aliasing, which leads to spending a relatively
high amount of computation time trying to localise a robot based in
similarity measures. This inconvenience is increased when the robot is
in operation for a long time. This problem has not been addressed
directly in appearance-based approaches [1]. Many solutions have
been proposed based on stable enough features descriptors such as
SIFT and SURF [1], which use Manhattan or Euclidean similarity
measures to build a map and Bayesian probabilistic framework for local-
isation in outdoor environments, but they do not report long-term
mapping experiments or how to manage occlusions and lost features
by environmental changes. Intuitively, appearance-based models
describe the environment as it is, gathering its natural landmarks. This
has been done in [2] using quad-tree decomposition, vertical line fea-
tures [3], or invariant column segments [4], and textured planes
extracted from catadioptric images [5]. But they report experiments con-
ducted in static environments, without updating its appearance. In this
Letter, we present an appearance-based mapping and localisation
approach based on the feature stability histogram (FSH), which is
inspired by the human memory model [6] to deal with dynamic environ-
ments. Unlike [7], we have built a histogram using a voting scheme
instead of a hard-wired finite state machine. We report global and
local localisation tests and obtain better results compared with static
environment representations.

Appearance-based mapping: Our topological map is composed of
several nodes; each one stores a set of SIFT [8] descriptors extracted
from views. It stores its own FSH and the FSH evolution through
time. An edge stores a list of corresponding features between two inci-
dent nodes and the estimated camera motion. We have defined a visual
similarity between two sets of descriptors as the ratio of the number of
corresponding features between the new image and the node features,
and its geometrical average with the number of total features in the
current node. The matching process is based on RANSAC robust epi-
polar geometry estimation.

Feature stability histograms: Appearance-based mapping and localis-
ation in dynamic environments leads to changes in the robot environ-
ment model. A solution inspired by nature can separate stable features
from unstable ones, and use only the stable features to focus mapping
and localisation. In human beings, [6] proposes a memory model such
that stimuli input enters the short-term memory (STM) which retains
information long enough to use it. If the information in the STM is
rehearsed or reinforced in some way it becomes part of the long-term
memory (LTM) and can be used for a lifetime. Our approach modifies
this model to be used in mobile robotics, as follows: first, at the begin-
ning only one image is stored per node, and there is no difference

between LTM and STM features; secondly, the LTM and STM features
are distinguished thanks to a voting scheme, which is stored in the FSH,
and the rehearsal method consists of associating a counter to each node
feature in the FSH, incrementing it each time the robot re-observes a
feature in this node, then having the robot use the FSH to measure
how persistent a feature is by just observing its actual value.
According to how the FSH is built, a good way to distinguish LTM fea-
tures is to select a threshold such that FSH values greater than the
threshold are considered to be LTM features. But a fixed threshold
could drastically reduce the number of LTM features, or increase them
considerably, reducing feature representativeness in both cases. We
experimentally found that a threshold of 0.7 (0.3 is not appropriate for
scalability) has shown a good commitment between successful localis-
ation results and scalability in large environments, as shown in Fig. 1.
This test was performed using 50 random image sequences for each
change of 0.1 in the threshold. Successful localisation in Fig. 1 means
that the estimated position was + 1.5 nodes from the ground true (dis-
tance between nodes is 1 m).
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Fig. 1 Successful and not-successful localisation against LTM threshold

Localisation: We propose an appearance-based mapping and probabil-
istic localisation approach to deal with local and global robot localis-
ation. SIFT features are commonly used as local features, and
perceptual aliasing in the environment can confuse robots. However,
the proposed mapping approach based on the human memory model
and using a Bayesian filtering technique for robot localisation can
reduce the location ambiguity and assign a probability value at each
time instant. Our state is defined asx € {n,, ..., ny}, a node in the topo-
logical map. The Bayesian filter recursively calculates the posterior state
distribution p(x, | z1.):

PXlz1s) = ap(zlx) 2 e, P )DpX—1 |21-1) (D)
P(xt Ix_1) = ,ye—(”xr—/\’/—lﬂ/(’%) 2)

p(zflxt) = Bsumzlwlei(ﬂm(z,']YZ(X"[))/C’[Z (3)
where p(x,|x;—) is called the motion model, vy is normalisation constant,
llx; — x,—1|| is the distance between the two nodes in the map, and o2 is
the variance of the distances on the map; the motion model enforces the
temporary coherence of the position estimation and assumes that trans-
itions between closer places are more likely than transitions between
more distant ones. p(z; | x,) is the sensor model, 8y, is a normalisation
factor, wy is the mixture weight, sim(z;, z(x,)) is the similarity measure
and o7, is the variance of this measure; the sensor model is related to
the visual similarity between the current view z, at x, and the obser-
vations stored in the map. As a result of perceptual aliasing, the
sensor model can have more than one maximum value. To overcome
this inconvenience the sensor model can be defined as a sum of
Gaussians, corresponding to the number of peak values between the
maximum of the similarity measure and the variance of the similarity
measure.

Results: We tested our approach in a mobile robot equipped with an
omnidirectional vision setup composed of a parabolic mirror of diameter
of 74 mm and a Sony colour camera of 640 x 480 pixels. We first guide
the mobile robot through an indoor environment (49 x 28 m) to build
the early topological map and to estimate the camera motion, ensuring
a lot of pedestrians, different passages that are quite similar to each
other, and changes in illumination due to weather conditions. Next,
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we conducted a static experiment where 180 images were acquired over
five days to evaluate how our approach works by updating the map infor-
mation in one node of the topological map, and detecting the most stable
features to compute the image similarity. The left side of Fig. 2 shows
both similarity measures: the dashed curve was obtained without updat-
ing the node map; whereas the continuous curve was made using our
approach; the mean similarity value along the test is also shown. As
can be seen, dynamic changes in the environment (right side of
Fig. 2) cause low similarity measures when its representation is not
updated accordingly as our approach does.
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Fig. 2 Similarity measures of static experiment and typical images

The third step is topological localisation. For this experiment eight
map updates were performed during the day, at night, and in summer,
winter and spring. A database of 720 images was obtained. One
additional image set was taken at completely different positions and
orientations compared with the image map updates. For this set the
real node in the map was stored for error analysis purposes. Global
and local localisation results were extracted from four tests: the first
one used the original set of images; in the second, Gaussian noise
(u=0, 0=0.15) was added to the current image; and in the third
and fourth tests additional artificial occlusion was added by randomly
removing 25 and 50%, respectively, of the current image features. To
evaluate the localisation performance 100 random image sequences
were generated for each test. The global localisation performance was
evaluated using the first image of the sequence, ensuring that no pre-
vious knowledge about the location was available. Table 1 summarises
our results, where successful localisation means that the estimated posi-
tion was +1.5 nodes from the ground true. It shows our approach
(LTM-based) has better results when the map appearance is updated
in comparison with traditional approaches where the map appearance
is not updated. In addition, a successful localisation against image
noise test was performed using our approach; the image noise was
varied from 2.5 to 25%, resulting in 67.3% +4.2 and 32.6% + 4.2
for successful and not successful robot localisation, respectively.

Table 1: Topological localisation results

Successful global localisation

Not LTM-
Test based LTM-based
Success | STD | Success | STD
Original set 44% 0.6 72% 0.6
Noise added 39% 0.6 64% 0.5

Noise + 25% occlusion | 35% 0.5 63% 0.7

Noise + 50% occlusion | 30% 0.6 56% 0.7

Successful local localisation

Original set 39% 0.7 72% 0.9
Noise added 41% 1 68% 1
Noise + 25% occlusion | 32% 1.1 62% 1
Noise + 50% occlusion | 28% 1 55% 1

Conclusions: We have proposed an innovative feature management
approach for topological mapping and localisation and appearance-
based environment representation, which is based on a modified
human memory model, and implements concepts such as LTM and
STM to distinguish stable from non-stable features. Using the voting
schema implemented through the FSH our method can deal with tem-
porary occlusions and changes in illumination caused by dynamic
environments.
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