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Abstract. Motion segmentation is an essential process for many computer vision
algorithms. During the last decade, a large amount of work has been trying to tackle
this challenge, however, performances of most of them still fall far behind human
perception. In this paper the motion segmentation problem is studied, analyzing and
reviewing the most important and newest techniques. We propose a classification
of all these techniques into different categories according to their main principle
and features. Moreover, we point out their strengths and weaknesses and finally we
suggest further research directions.
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Introduction

Motion segmentation aims at decomposing a video in moving objects and background.
In many computer vision algorithms this decomposition is the first fundamental step. It is
an essential building block for robotics, inspection, metrology, video surveillance, video
indexing, traffic monitoring and many other applications. A great number of researchers
has focused on the segmentation problem and this testifies the relevance of the topic.
However, despite the vast literature, performances of most of the algorithms still fall far
behind human perception.

In this paper we present a review on the main motion segmentation approaches with
the aim of pointing out their strengths and weaknesses and suggesting new research di-
rections. Our work is structured as follows. In the next section, a general overview of
motion segmentation is presented. We describe common issues and the main attributes
that should be considered when studying this type of algorithms. Furthermore, a classi-
fication among the different strategies is proposed. In section 2 the main ideas of each
category are analyzed, reviewing also the most recent and important techniques. Finally,
in section 3 general considerations are discussed for each category and conclusions are
drawn.

1. Motion Segmentation: Main Features

In this section Common issues are described, a possible classification of motion seg-
mentation algorithms is proposed, and a description of the main attributes that should be
considered when studying this type of algorithms is presented.

In order to obtain an automatic motion segmentation algorithm that can work with
real images there are several issues that need to be solved, particularly important are:



noise, missing data and lack of a priori knowledge. One of the main problem is the pres-
ence of noise. For some applications the noise level can become critical. For instance, in
underwater imaging there are some specific sub-sea phenomena like water turbidity, ma-
rine snow, rapid light attenuation, strong reflections, back-scattering, non-uniform light-
ing and dynamic lighting that dramatically degrade the quality of the images [1,2,3].
Blurring is also a common issue especially when motion is involved [3]. Another com-
mon problem is caused by the fact that moving objects can create occlusions, or even
worst, the whole object can disappear and reappear in the scene. Finally, it is important to
take into account that not always it is possible to have prior knowledge about the objects
or about the number of objects in the scene [3].

The main attributes of a motion segmentation algorithm can be summarized as fol-
lows.

• Feature-based or Dense-based: In feature-based methods, the objects are repre-
sented by a limited number of points like corners or salient points, whereas dense
methods compute a pixel-wise motion [4].

• Occlusions: it is the ability to deal with occlusions.
• Multiple objects: it is the ability to deal with more than one object in the scene.
• Spatial continuity: it is the ability to exploit spatial continuity.
• Temporary stopping: it is the ability to deal with temporary stop of the objects.
• Robustness: it is the ability to deal with noisy images (in case of feature based

methods it is the position of the point to be affected by noise but not the data
association).

• Sequentiality: it is the ability to work incrementally, this means for example that
the algorithm is able to exploit information that was not present at the beginning
of the sequence.

• Missing data: it is the ability to deal with missing data.
• Non-rigid object: it is the ability to deal with non-rigid objects.
• Camera model: if it is required, which camera model is used (orthographic, para-

perspective or perspective).

Furthermore, if the aim is to develop a generic algorithm able to deal in many unpre-
dictable situations there are some algorithm features that may be considered as a draw-
back, specifically:

• Prior knowledge: any form of prior knowledge that may be required.
• Training: some algorithms require a training step.

Motion segmentation literature is wide. In order to make the overview easier to read
and to create a bit of order, algorithms will be divided into categories which represent
the main principle underlying the approach. The division is not meant to be tight, in fact
some of the algorithms could be placed in more than one group. The categories identified
are: Image Difference, Statistical (further divided into Maximum A posteriori Probabil-
ity, Particle Filter and Expectation Maximization), Optical Flow, Wavelets, Layers and
Factorization. For each category some articles, among the most representative and the
newest proposals are analyzed. Table 1 offers a compact at-a-glance overview of the al-
gorithms examined in this work with respect to the most important attributes of a motion
segmentation algorithm.



Table 1. Summary of the examined techniques with respect to the most important attributes. Note the methods
are classified into 6 categories: Image Difference, Statistical, Optical Flow, Wavelets, Layers and Factorization
methods. When an attribute is not relevant for a technique the symbol “-” is used.
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2. Main Motion Segmentation Techniques

In this section we review the most important motion segmentation categories.
Image difference is one of the simplest and most used technique for detecting

changes. It consists in thresholding the intensity difference of two frames pixel by pixel.
The result is a coarse map of the temporal changes. An example of an image sequence
and the image difference result is shown in figure 1. Despite its simplicity, this technique
cannot be used in its basic version because it is really sensitive to noise. Moreover, when
the camera is moving the whole image is changing and, if the frame rate is not high
enough, the result would not provide any useful information. However, there are a few
techniques based on this idea. The key point is to compute a rough map of the changing
areas and for each blob to extract spatial or temporal information in order to track the
region. Usually different strategies to make the algorithm more robust against noise and
light changes are also used. Examples of this technique can be found in [1,5,6,7].

Statistic theory is widely used in the motion segmentation field. In fact, motion seg-
mentation can be seen as a classification problem where each pixel has to be classified
as background or foreground. Statistical approaches can be further divided depending
on the framework used. Common frameworks are Maximum A posteriori Probability
(MAP), Particle Filter (PF) and Expectation Maximization (EM). Statistical approaches
provide a general tool that can be used in a very different way depending on the specific
technique.

MAP is based on Bayes rule:

P (wj |x) =
p(x|wj)P (wj)∑c
i=1 p(x|wi)P (wi)

where x is the object to be classified (usually the pixel), w1..wc are the c classes (usu-
ally background or foreground), P (wj |x) is the “a posteriori probability”, p(x|wj) is the
conditional density, P (wj) is the “a priori probability” and

∑c
i=1 p(x|wi)P (wi) is the

“density function”. MAP classifies x as belonging to the class w which maximizes the
“a posteriori probability”. MAP is often used in combination with other techniques. For
example, in [8] is combined with a Probabilistic Data Association Filter. In [9] MAP is
used together with level sets incorporating motion information. In [10] the MAP frame-

Figure 1. Example of image sequence and its image difference result. Sequence taken from [30].



work is used to combine and exploit the interdependence between motion estimation,
segmentation and super resolution.

Another widely used statistical method is PF. The main aim of PF is to track the
evolution of a variable over time. The basis of the method is to construct a sample-based
representation of the probability density function. Basically, a series of actions are taken,
each of them modifying the state of the variable according to some model. Multiple
copies of the variable state (particles) are kept, each one with a weight that signifies
the quality of that specific particle. An estimation of the variable can be computed as a
weighted sum of all the particles. PF is an iterative algorithm, each iteration is composed
by prediction and update. After each action the particles are modified according to the
model (prediction), then each particle weight is re-evaluated according to the information
extracted from an observation (update). At every iteration particles with small weights
are eliminated [31]. An example of PF used in segmentation can be found in [11] where
some well known algorithms for object segmentation using spatial information, such as
geometric active contours and level sets, are unified within a PF framework.

EM is also a frequently exploited tool. The EM algorithm is an efficient iterative
procedure to compute the Maximum Likelihood (ML) estimate in presence of missing or
hidden data. ML consists in estimating the model parameter(s) that most likely represent
the observed data. Each iteration of EM is composed by the E-step and the M-step. In
the E-step the missing data are estimated using the conditional expectation, while in the
M-step the likelihood function is maximized. Convergence is assured since the algorithm
is guaranteed to increase the likelihood at each iteration [32]. As an example, in [3] an
algorithm which combines EM and Extended-Markov Random Field is presented.

Another group of motion segmentation algorithms that we have identified is the one
based on wavelets. These methods exploit the ability of wavelets to perform analysis of
the different frequency components of the images, and then study each component with
a resolution matched to its scale. Usually wavelet multi-scale decomposition is used in
order to reduce the noise and in conjunction with other approaches, such as optical flow,
applied at different scales. For instance, in [12] Wiskott combines Optical Flow with
Gabor-wavelets in order to overcome the aperture problem. Furthermore, he extracts and
tracks edges using the information provided by the Mallat-wavelets. Finally, the results
are merged in order to obtain a robust segmentation. A different approach is presented

Figure 2. Example of Optical Flow: darker areas are the vectors of apparent velocities with length grater than
zero



in [13] where the motion segmentation algorithm is based on Galilean wavelets. These
wavelets behave as matched filters and perform minimum mean-squared error estima-
tions of velocity, orientation, scale and spatio-temporal positions. This information is
finally used for tracking and segmenting the objects.

Optical Flow (OF) is a vector motion field which describes the distribution of the
apparent velocities of brightness patterns in a sequence, figure 2. Like image difference,
OF is an old concept greatly exploited in computer vision. It was first formalized and
computed for image sequences by Horn and Schunck in the 1980 [33], but the idea
of using discontinuities in the OF in order to segment moving objects is even older.
Since the work of Horn and Schunck, many other approaches have been proposed. In
the past the main limitations of such methods were the high sensitivity to noise and the
high computational cost. Nowadays, thanks to the high process speed of computers and
to improvements made by research, OF is widely used. In [14] a method to segment
multiple rigid-body motions using Line Optical Flow is presented.

The key idea of layers based techniques is to understand which are the different
depth layers in the image and which objects (or which part of an articulated object) lie
on which layer. This approach is often used in stereo vision as it is easier to compute the
depth distance. However, without computing the depth it is possible to estimate which
objects move on similar planes. This is extremely useful as it helps to solve the occlusion
problem. In [4] a method for learning a layered representation of the scene is proposed.
They initialize the method by first finding coarse moving components between every
pair of frames. They divide the image in patches and find the rigid transformation that
moved the patch from one frame to the next. The initial estimate is then refined using two
minimization algorithms: αβ-swap and α-expansion [34]. Figure 3 gives an example of
how frame sequence can be used to learn the layers and the segments (objects or part of
an objects) that lie on a specific layer.

Since Tomasi and Kanade (1992) [35] introduced a factorization technique to re-
cover structure and motion using features tracked through a sequence of images, fac-
torization methods have become very popular especially thanks to their simplicity. The
idea is to factorize the trajectory matrix W (the matrix containing the position of the
P features tracked throughout F frames) into two matrices: motion M and structure S,
figure 4. If the origin of the world coordinate system is moved at the centroid of all the
feature points, and in absence of noise, the trajectory matrix is at most rank 3. Exploiting
this constraint, W can be decomposed and truncated using singular value decomposition

Figure 3. Example of Layers representation [4]



Figure 4. Basic idea of structure from motion: factorize matrix W into M and S

(SVD), figure 5. Because the rows of the motion matrix are orthonormal, the matrix D

Figure 5. W can be decomposed and truncated using SVD and exploiting its rank deficiency

Figure 6. Exploiting orthogonality constraints of the motion matrix, W can be decomposed into motion and
structure, up to a scale factor

can be evaluated using orthogonality constraints, and finally decomposed, up to a scale
factor, as shown in figure 6.

This initial algorithm works for one static object viewed from a moving camera
which is modeled with the simplest affine camera model: the orthographic projection.
Despite the fact that this method gives the 3D structure of the object and the motion of the
camera, it has evident limits: it cannot really segment (it assumes that the features belong



to the same object), it can deal only with a single rigid object, it is very sensitive to noise
and it is not able to deal with missing data and outliers. However, it was the first method
of this family and the solution is mathematically elegant. From this initial structure from
motion approach, and following the same idea of forcing the rank constraint, many ap-
proaches have been proposed in the field of motion segmentation. These methods are
based on using the dimensionality of the subspace in which the image trajectories lie to
perform the motion segmentation. For example, Costeira and Kanade proposed a factor-
ization framework able to deal with multiple objects moving independently [15]. The as-
sumption of independence between motion subspaces was also used in other approaches
such as [16,17]. Moreover, Yan and Pollefeys [25] proposed a new general segmentation
framework able to deal with different types of motion: independent, rigid, articulated and
non-rigid motions. More recently, Julia et al. [29] extended Yan and Pollefeys approach
to deal also with missing data in the image trajectories. Other remarkable factorization
approaches are [19,21,22,24,26].

3. Conclusions

This review should have given an idea of how vast the motion segmentation literature is,
and the fact that research in this field is still active (most of the papers presented were
published after 2005) is a sign of the importance of the solution to this problem. On the
other hand, effervescent research activity signifies that an outstanding solution has yet to
be found.

As can be seen from Table 1, image difference is mainly based on dense represen-
tation of the objects. It combines simplicity and good overall results being able to deal
with occlusions, multiple objects and non-rigid objects. The main problems of these tech-
niques are the difficulty to deal with temporary stopping and with moving cameras. In
order to be successful in these situations a history model of the background needs to be
built. Furthermore, these algorithms are still very sensitive to noise and light changes.

Statistical approaches also use mainly dense based representation. These methods
work well with multiple objects and are able to deal with occlusions and temporary
stopping. In general they are robust as long as the model reflects the actual situation
but they degrade quickly as the model fails to represent the reality. Finally, most of the
statistic approaches require some kind of a priori knowledge.

Wavelets solutions seem to provide good results, wavelets were in fashion during the
90s and now it seems that the research interest is decreased. Their ability in performing
multi resolution analysis could be exploited in order to extract information about the
different depth planes in the scene, thus helping to solve the occlusion problem.

Optical flow is theoretically a good clue in order to segment motion. However, OF
alone it is not enough since it cannot help to solve occlusions and temporal stopping.
Moreover, these methods are sensitive to noise and light changes.

The layer solution is very interesting. It is probably the more natural solution for the
occlusions. Note that human beings also use depth concept to solve this problem. The
main drawback of this strategy is the level of complexity of the algorithm and the high
number of parameters that need to be tuned.

Factorization methods are an elegant solution based on feature points. Besides, they
provide not only the segmentation but they can be naturally connected to a structure from



motion algorithm in order to recover the 3D structure of the objects and the motion of the
camera. Furthermore, they do not have any problem with temporary stopping because the
features can be tracked even if the object is not moving (provided that this is a temporary
situation). With respect to other approaches, factorization methods are particularly weak
in terms of ability to deal with noise and outliers, and they have more problems to deal
with non rigid objects because the non rigidity has to be explicitly taken into account. A
quick glance at the table may catch the attention on two elements. The first is that, to the
best of our knowledge, there is no factorization algorithm which is able to provide seg-
mentation in an incrementally way. A technique able to provide a good object segmen-
tation exploiting only few frames, and refining the solution with the time, it would be an
important step ahead. The second is that with the exception of [26], spatial continuity is
not exploited. These may suggest that the usage of this information may help to improve
factorization method performances, especially in terms of robustness and ability to deal
with occlusions.

Considering the aspects emerged in this review, we believe that a factorization ap-
proach could be a good starting point for proposing a novel segmentation technique.
They are based on a powerful mathematical framework and they can provided easily seg-
mentation and structure of the objects. In order to obtain more robust results it would be
interesting to study different ways to merge factorization with spatial information and
to exploit also the ability of statistical frameworks to find and use hidden information.
These are the directions that we intend to follow in the near future.
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