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Abstract. This paper is a step forward from the agent ecsystems that Hogg
studied [6]. We plan to extend these agents ecsystems to physicd agents that
interad with the physicd world. The am is to conceve dgorithms for the
choice of resources and to expand this work. Dynamics of choicein such em-
systems depends on pay-off functions that contain information abou the red
physicd world. One @ntribution here is to formalise the choice of knowledge
resources by including a mnsensus technique. The second contributionisto in-
clude diversity by means of physicd agents and to analyse the energent impad
in terms of diversity and performance Simulated socce robats exemplifies all
this.

1 Introduction

1.1 Consensus

There is extensive reseach in consensus and sensor fusion techniques, in which na-
mally consensus is more focused on knavledge and sensor fusion in the aquisition
of data, [1] and [3]. The ideais smple, when there ae multiple sources of informa
tion a knowledge, there will possbly be mntradictions that will require additional
knowledge and techniquesto ohtain useful knowledge out of the mntradictory data.

1.2 Physical Agents

According to Asada [2], physicd bodes play an important role, when emerging com-
plex behaviours in order to achieve goals in dyramic red world. The RobaoCup
Physicd Agent Challenge provides a goodtestbed to seehow physicd bodes play a
significant role in redising intelli gent behaviour using RoboCup framework [7]. Our
reseach focusesin dyramicd physicd agents, in which the term dynamicsisaway to
model the transient and steady behaviours of the physicd bodes of agents[8].



1.3 Universal Information Ecosystems

Hogg and Hubermann [6] studied the dynamics of choice in communities of agents,
with different delays to accessinformation. This work defined the resource doice &
a preference function o resource 1 vs. resource 2. It is defined in terms of difference
of the performance obtained by applying the information from resource 1 and 2 The
uncertainty (o) is modelled as a typicd deviation on mrformance to dedde when
clealy resource 1/2 leals the gent to a better performance
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F(f) is areward function related to the resource usage. G has accessto F(f) with
different delays. a is the rate & which agents re-evaluate their resource doice frs is
the rate of agents of type sthat at t prefer resourcer, also cdled popuationfor r,s

1.4 Work to be Developed

All these mncepts have been applied to ateam of agents, implemented in simulation
using JavaSocce. A set of agents, with dfferent physicd feaures, will play against a
benchmark. Each player at any time takes a dedsion based onthe rules, coded in 5
rule sets or roles, that goes througha mnsensus process to reduce onflicts. Consen-
sus parameters are related to the evolution d the diff erent populations siown in [6].

2 Description of the Benchmark

Implicit opporent is a generalisation o benchmarks that were proposed by Jeffrey
Johnson [5]. Its feaures allow having a goodreference benchmark so that all existing
teams can be evaluated/compared in a robust and general way. This benchmark has
two main feaures. The first fedure is an angled field, this causes the ball to fall
down, in case it is not properly controlled, thisis a dhallenging dfficulty. The second
feaure is the presence of static obstades. The roba can na easily move the ball to
the opporent goal and it hinders the player to regain the ball [9].

3 Realisation of Decison Making

Five roles have been coded using fuzzy sets. These roles propose adions with a ce-
tainty asociated, considering the position d the ball and the position d the player,



which is making the dedsion. These roles are: godlie (G), defender (D), right/left
mid-fielders (RM/LM) and forward (F). Each role has a number of adions aswociated,
and some roles siare one or more adions. Actions have to go througha cnsensus
process in order to reduce orflicts, in case two agents dedde to dothe same. The
procedure is the following: initialy ead roba takes the dedsion with the highest
cetainty associated after the revision process dore by the mnsensus technique. In
case two agents want to take the same dedsion, the one with the highest certainty
wins. The revision processis based ontwo parameters, Prestige and Necessty [4],
that modify the cetainty (¢).
Prestige (P) performs alinea transformation ower ¢

¢'=P(¢)=Pp ©)
Then, Necessty (N) performs a nonlinea transformation over ¢’
¢" =N(P(¢)) 4

4 A Consensus Based Choice Function in Ecosystems

In this paper Hogg's work is used to increase or diminish the preference of every
agent for ead of the resources. In this case resources (r) are roles and agent diversity
(s) is creaed through dfferent physicd feaures for ead roba, instead of using de-
lays to evaluate pay-off. Equation (1) has been modified in order to ded with 5re-
sources. Thisequationisafirst approximation and it will be improved in the future.

prs = R = (5)
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The aent s has a performance Gr for ead resourcer, which is cdculated in atem-
poral window of T units of time. Thisindex is cdculated taking into ac®urt several
aspeds. set points acamplishment, player situation onthe field depending onthe
role, goals recaved/scores, dribbling ability, ability to regain the ball. Each rewarding
adion has avalue asciated depending onthe paosition onthe field, where the adion
has taken pace For example, it is far more important to regain the ball at the penalty
areathan recvering it at midfield. fs changes acording to this equation:
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These guations were dso proposed by Hogg [5], but also they have been modi-
fied. nsincreases popuation values to agents that perform better globally.

In order to combine the ideaof preference for one role and the popuation values,
the value of frs is used to asggn the parameter Prestige (P) for revision in consensus.
(kisa mnstant value).
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The values of Necessty are ammputed depending onthe resources/roles use. It aims
at having a team with balanced resource usage, this introduces ssme kind o contin-

uos excitement in the system. The way the value of Necessty is computed as foll ows:
(pristhefradion d resourcer usage and disa mnstant value)
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5 Experiments

Using the ideas presented so far, the experiments performed aim at showing hov a
system, made up o different types of physicd agents, can self—organise/stabili se
(stable means sow persistence on ore role) depending ontheir fitnessof their physi-
cd feauresfor eadt role. Also the experiments try to show how a diversity of physi-
cd agents help to stabili se the system vs. ateam of identicd agents under some dr-
cumstances

5.1 Experimental Conditions

The experiments were performed under the same condtions:

Time Tw At k y o Fiedangle
12h 100sec 0.01-0.05 002 1 1 8°

Table 1. Parameter Vaues

Time is JvaSocce simulation time (sample time 100 ms). The differential equa-
tions 4 and 7 rave been approximated to a discrete formulation .Initially At is a very
small (0.01), after some time this value increases progressvely urtil 0.05. This
change dlows the ayents to gothroughmany dfferent situations initialy, until they
“dedde” to settlein orerole. The used agents have the following features:



Agent  Radius(cm) Trandation Rotational Kick
Velocity (m/s) Velocity (rad/s) Speed (m/s)

0 0.08 0.15 3.28 0.85
1 0.04 0.40 8.28 0.2
2 0.07 0.20 4.28 0.65
3 0.06 0.30 6.28 0.5
4 0.05 0.35 7.28 0.3

Table 2. Roba Feaures

5.2 Experimental Results

Agent  Fina Role Dominant % Final Role % Dominant  Stable

Popuation Usage Popuation  Roles?
0 D/G D/G 50/100 75/98 YIY
1 F/No Role F/ILM 95/-- 58/60 Y/N
2 G/LM G/LM 10090 98/63 YIY
3 LM/RM LM/RM 95/90 66/63 YIY
4 RM/No Role RM/D 90/-- 48/36 Y/N

Table 3. Results for heterogeneous/homogeneous agents

These results are spedfic for one run, althoughthese results can be obtained in many
runs. Asit can be seen from Table 3 heterogeneous agents tend to self-organise taking
over ead ore arole. Thereisavery interesting asped to ndice inlogged data agents
1 and 4sean to take arole, but after some time they finally settle in a different role.
The reason for this sidden change is the better fithess of agent 1 for forward role.
Agent 1 presents an excdlent dribbling ability. Agents 3 and 4 have aquite good
dribbling ability but they tend to regain very well balls at mid-field. For defensive
rolesit can be seen that agent 2 isthe best for goalie, thisis becaise agent 2 isbig but
at the same time is faster than 1. Agent O has arelatively small role usage, the reason
for that problem is the small number of adions available for all roles. This problem
leads to many conflicts among agents and it is manifested in defensive roles. For the
experiments performed owver the identicd agents (agent type 3), results dow that
some agents tend to take arole, but there ae other agents that do nd seam to find a
role, taking continuowly rules from different roles. The reason for this problem
seans to be the difficulty to find an agent fitted for defensive and forward roles, un-
der the extreme drcumstances that the experiments have been performed. In this case
seams that diversity helps to stabili se the system, althoughthis is not always true.
Some experiments performed with a smaller angle show that both multi-agent sys-
tems tend to self-organised, taking eat agent a different role.



6 Conclusions

We have been able to expand Hogg s work [6] to physicd agents, althoughsome
changes were nealed to adapt these ideas to physicd agents. Also we have been able
to link the dynamics of choice and the evolution o popuationsto a set of parameters
that fegures the mnsensus technique here presented in a succesgully way and finally
we have introduced a new type of diversity based on phyicd features.

7 FutureWork

All these ideas will be implemented in the future using red robas and the bench-
mark proposed. These robas, athough phyicdly identicd, will have a different
dynamicd behaviour, achieved using dfferent types of control. Reward assgnment,
equations, and so onand forth will beimproved in the future.
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