M

-

Thesis Proposal

PERSONALIZED AGENTS BASED ON
CASE-BASED REASONING AND TRUST

IN THE COLLABORATIVE WORLD

Miquel Montaner

Universitat de Girona
Av. Lluis Santal6 s/n
17071 Girona
Catalonia (Spain)

http://ela.udg.eS~mmontane
miquel.montaner@udg.es

Director: Josep Lluis de la Rosa

July, 2001

Departament d’Electronica, Informatica i Automatica
Universitat de Girona



Contents

I ] Y O TR 5
I Y 1 Y70 T 5
L. 2. THEPROBLEM......cuuuiiiiitttieeeetttt e eeeee e e e e et e ee e aat e e e e e sbmmmstan e eesestanseesestaneesmnnesessanssesesranseesessnnmnnd 6
1.3 CONTRIBUTIONS. ..ttt eetettunteeteetinsees anmeestanaessstanaesestansaaaaaasessssansasssstnsaesssrnnnsssaneessssneeesnrannnnan a
1.4.OUTLINE OF THE THESIS PROPOSAL .....cittiiiitiieitieeeetee e iemmea e e et e e et e e eat e e st emaeee et eeetneesanessnneessnn 6
2 I LN =00 016 T T ] 7
2.2.A TAXONOMY OF PERSONALIZED AGENTSON THE INTERNET .....civvueiiineeiinieeeieeeemeeneeeenieeenneeeens 8

2.2.1.Profile Generation and MaintEBNANCE ..........cuuviuiiiiieiiie e cereiiiee e e e e ee et e ee e 8
2.2.2.Profil@ EXPIOITALION. ... .uueiiiiiiiiiiiiiee e ceeeetier et e e e e e e e e eerr e e e e e e e e e e e e e e e e e e e e e s s e ammmaaaaaaeaaeaaeas 9
R N 1 0= gl FX= U 1= T 10
2.2.4.The Ten ClassifiCatiON FEAIUINES..........uvuueiiiiiii e eceeee et e e e e e e eeaaes 11
2.3. INFORMATION FILTERING METHOD .....ciiiiiieeiiiiiiieeeeetmmmesiseeesettseeesstan e s smeneesessnneeessssnnaeesesnnns 11
2.3.1.DemographiC FITEIING.........uviiiei it eeee et e s smmne st e e e e e e nbbee e e e e s smmeesneees 12
2.3.2.CoNtent-Based FiltEriNG.......cuuiiiiiiiiiieeiiieeeiiee e st e e s s nress e e e e s s e e e e e e s meenneees 13
2.3.3.C0laborative FilTErNG. ... veiiee e eeee ettt smmne s e e e e e et bee e e e e s smmee s eeees 15
AR I o 1Y, o T o SRRSO PPRPRSR 17
2.4.USER PROFILE REPRESENTATION ...tuuueiiittineetestineesennmeessnneeesssnneeessssnssmaasssesssssnssesessnneesesrnnnes 17
A [ (oY OO PP PPPP PP 18
2.4.2.Vedor SPace MOGE .........ooiiiiiiiiiii e e 19
2.4.3.WEIGHLEA N-GIaImS ... iiiiiie et eeme e e ettt e e e et et e emmme e e e st e e e e e e e nstbe e e s smmme e e e enneees 20
2.4.4.Weighted Semantic NEIWOIKS. .......cooiiiiiiiiieii et et e e 20
2.4.5.Weighted ASSOCIatiVE NEIWOTKS .........eiiiiiii i 21
N S @ F= 1o | < 21
2.4.7.USer-ItemM RALINGS IMBITIX ....eeeeeiiiiiiee ettt e et e e e e eb e eneee s 22
2.4.8.DemOographiC FEAIUIES ..........ciiiiiiiiiiie e ecee ettt rmme e e e et e e e ammee e 22
2.5 INITIAL PROFILE GENERATION . ...uuuiiiittteeeeistieesimeneesestaeesesttneesssssnmeeessrsnaeesessneesssrnnnsenes 22
TR B 1 1 o 1 TP PPTPPPPR 23
P YA |V = 0 0 - 23
AR RS (= =011, o 1 oo [PPSR PRPTOPPPPPPPN 24
2.5 4. TIAINING SEL .oeeiiiii ittt ettt e e e sttt eret e e e e s st bbe e e e e e e aabb b e e erat e e e e e aabbbeeeaeenane 25
2.6. RELEVANCE FEEDBACK ....uuiiitiiiiieei e et eeeee e e et e ettt e et e e et e e et e e et e eaa e e st e smnmeaneeannaeen 26
LG 0 0 o 11 1 11 o PP PPP PP 27
A o o | PSPPSR 28
G N 1 40/ ol | PP PPPPRPPPPR 30
B 1Y, o o PO PURPRS 32
2.7.PROFILE LEARNING TECHNIQUES. ......cuuiittneeitnneeetnseeemteteeeanessnnsestneesssmamsessanssesnasessnseesnnessnnnes 33
A 0 N N o A= o> 35
2.7.2.1nformation Retrieval TEANIGUES. ........uuuuriieirieiiieiieceeetieee e e re et teeae e e e e e e smmr e e e aaaeaaeeeaaeananan 35
2 T T - Y 1Y/ 1 T PP 37
2.7 4. ClaSSIIEIS ....ccoeeeeireiee et eeeet et e e e e e e e et a b —————aaearaba b aaas 38
2.7.5.Inductive Logic Programming (ILP)........uueeeriiiiiiiiice e 39
A S 1 0= £ U URUPPTRRUPPURRRRRI 40
2.8.PROFILE ADAPTATION TECHNIQUES ......cuuiituneeitneeetnesetmmeeeetaeesstneseteeessssamnneesnssesneersneeenneesras 40
b2 S 0 (o 1 1 11 o PSPPSR 41
D T (Y - 4 U = | PSPPSR 41
2.8.3.A00 NEW INFOrMAIION. ....uiiieieieieeeeettt ettt e e e e e e e e e rrree e e e e eeeeere bbb e s e e e ennnaan e neasd 41
2.8.5.A0ING EXAMPIES ...ttt e e et e e e ae e e e e e 42
2.8.6.hort-Termand Long-TErMMOCE] ........cvviiiiiiiiiiiiie e e e A2
2.8.7.Gradual FOrgetting FUNCHION .......ooviiiiiie sttt eneee e e s snree e e e e e 42
2.8.8.NALUFAl SHECHION ......ceutiiiiiie ittt et e e et e e e e e e e e e s e e e ae b b et mmmreeeesaaabannans 42
2.9. USER PROFILE — | TEM IMATCHING ....uuttuuiieieeeeeeeeeeeettiemneeeeeeessstbssaeseeeeesssnnesssaseeeaesssesssssssnnnnsnnns 43
2.9.1.Sandard Keyword MatChiNg.........couiiiiiiiiiiiiiieeeiie et e e 43
2.9.2.C0SINUS SIMITAITLY . ..ottt e e s et e e smme s nenee e e e s 44



2.9.3.CBR.c e er—— et ern— e e e rnnr e 44

2.9.4.Naive BayeSan Classifier .........uuuuriiiiiiieiiiiiccceeeeeeeivceeee e vmmne e snssnnnenne B

A T N (== T = NN = o ] o o PSSR 45

S I R O 1o T 1= T 45

S O 1 <R A5
2.10.USER PROFILE MATCHING . ...t tetueittittteetae et et eeeeeeaee s ss e se s s st ssan s bmmssn s ensesn s snssansesnssnnnsssnsenns 45
2.10.1.Dimensionality REAUCTION. ...ttt ceeeier e e e e e s srere e e e e e e e e e eaeaaeeeeeesammmesd A7

b 0 T\ == TS L= T | o' PP 48

b2 0 IR T @ 11 = T o R 49

B O B N O = s 1T =T 50

2 O IR X @ 1 21 =TT 50

2. 11 EVALUATION OF THE SYSTEM .ututuuuiiiiiieeiiiieeetesssmmmeseeetesssssseseessessssnenssesssessesssssasann s smsnsees 51

b I == 0 (=AY o (U= o o PP 52

A R 2 T (Y Y= 1072 o o 53
2.12.SYSTEM ARCHITECTURE ...uuuuuiiieeeeiteteestettsmmmessessestasaan e ssesssssesmensssesesssessessessasans s smnnsssssannses 55
N Y o = o PP PPRPPR 55
2.12.2 ECOSYSLEM Of AQENES.....iiittiieee e e ittt e e e eme e s sttt e e e e e sttt e e e smme e s st bbeeaeeessnsbbeeeessmmme s e nnsraeas 55

2. 03 CONCLUSIONS. ... .eeeeieiieetettet s seeeesesaseseeeaeseeseesba m———eseeesetebaaa s sesesesssannsssesessseseensesrarannses 56

B THE PROPOSAL ..o ettt e e e et e et e e e e e e e e e e e e e s 57
3. L. THE PERSONALIZED AGENT «.euittiittiitetteetset s aemmtassan et eesesassssssaaamtanssasstssaessnesnessmnneessesnns 57
3.2.A CASE-BASED REASONING APPROACH ....uuiitiitiit ettt ssieres st s st saaeeaa e st s san s bmmessnssaneesnsssneen 59
3.2.1.CBRMEhOOIOQY........vveeieeeiiiiiiiie et emee s a e e s e e e smmne s aae e e 60
3.2.2.0verview of the CBR Approach to Personalization.............c.occveeeeeiiiienniiieieee s 61
IR T I gL Or=1S cY 2 7= 62

B 2.4, ThE REITIEVEPNASE ....c.cee e ettt e e e e e e s e e b esseeneeseabaees 65

B 2. 5. ThE REUSE PhESE......ceeii e e e eee e e e e e e e e s ea b s e e s eabaaeeeees 68

B 2.8. ThE REVISE PRASE ... i eree e e e s e e s et e e e s e e bt e e s eeranes 70
I A 1 0T 2 G = Tl 1= = < 71
IR T = < = (<o LYo 71
IS I a4 [0S T o] =T 12

3.3. TRUST IN THE COLLABORATIVE WORLD .....uiiuiitiiit ettt seeeees e e easseaseansstnssansssmmnessnssensesnsssnsrans 12
3.3.1.The Coll aboratiVEWOI IO ........ccceveieiiiiie e er e s serr s e e s vmmmeeen O
IR I oL 1 T TR 73
3.3.3.The Opiniontbased Information Filtering Method............ccvvvveeiiiiiieeei e 74
ORI B = 2 = (<o LYo T 76

TR T 1 ol [0S T o] T 76

RN @0 N[ I U 1< T N TR 77
4. PRELIMINARY WORK ..ottt eeeet ettt e e ettt e e e e et s e e s e et s e e s snemeessaaeeaeesans 79
g = N Y O T =TT 79
N 0] o I U LS 0] 7R 81

B PLANNING ..ottt et e raa—aa e 83
5. L. 15 PHASE: THE PLATFORM ...eetteteeeee e e e ettt eeeeeeeeeeee e eeeeeeaee e eeeaaeteeeeeeeteeeeeeeeseeeeeeeaaaeeeeeneaed 383
5.2. 2° PHASE: THE CBR AND TRUST APPROACHES. ...t ttteeeeeeeeeeeeeeeaeeteeeeseeeeeeeeesseseeeesaaaeeeesneed 383
5.3, 3P PHASE: THE USER SIMULATOR. ...t eteeeeeeesteeeeeeeeeeameeseeeeneeeeessasenneesemameesseeeenneeeessnaennneeseend 84
5.4, 4" PHASE: EXPERIMENTS AND RESULTS. . uuvveeeeeeteeeeeeeeeeeeeemesae et eesaaeeeeeeeeseemmesaeeneeeeesenaennes 84
5.5, B PHASE: THESISWWRITING -..veeeeeetteteeeeeeesseeseeeseeeeeessaeieeeeaessaenseansseeeeesaaeenneeeesseeneannneees 84
6. EXPECTED RESULT SAND FURTHER WORK ......oiiiiii ettt e 86
B. L. EXPECTED RESULT S, ittt it ee et ereee et e e et e e e e et e b e e s mmmba e s saae s s sbeesaa s ssan s smnmssbnsesenssssnnsened 86
B.2. FURTHER WWORK .....uuiiitniiiti ettt e et s e e e st s e et se st e s saass mmmsaase st s s abs s s san s s sassmmnsssbs s sanssssnnsansnsns 87

T REFERENCES ... oo e et et e e e e e e re e i 88



List of Figures

FIGURE 1. PROFILE GENERATION AND MAINTENANCE ......uiiiittitiieiettisesieeeeesestneesssssnseessssas i sessssanss 9
FIGURE 2. PROFILE EXPLOITATION FOR RECOMMENDATION ....uutiiiititeereetineesieemsssessnsesesssnsesssessnmnnns 10
FIGURE 3. DEMOGRAPHIC FILTERING ... civuuiitttieetteietesesemeesnsessssesssneeesssesssamsessstasssansesssnsesssnssrmnnsnses 13
FIGURE 4, CONTENT-BASED FILTERING ......uuiiiuuiiietiietneeieim e e eeanesetaessassessan s semmssassassessnnserensessnsnnenes 14
FIGURE 5. COLLABORATIVE FILTERING. .....uiittiiittieitieeeitees e et ee st e eebeesaa e s mmmtasssasssssnsssnnsessnsonennes 15
FIGURE 6. MANUAL INITIAL PROFILE GENERATION .....uiituniiitnieieietetneesemsesnesesaesetnsesansesssnmnesssrnsssensees 24
FIGURE 7. INITIAL PROFILE GENERATION THROUGH STEREOTYPING .....cvvuntieiiiriieeresrisimsseseessesnnseesesnnns 25
FIGURE 8. INITIAL PROFILE GENERATION THROUGH A TRAINING SET....iivuiiiiiiiieieeiiieesmmmt e ee s e e eaans 26
FIGURE 9. NO RELEVANCE FEEDBACK ....cuuiitiiiiiteeiii e s tseeee e st e ettt es st ss st s s smmmsa s sssanssssansssbnssssnssnnneees 28
FIGURE 10. EXPLICIT RELEVANCE FEEDBACK ... ciuutiitteieitieeeeteeiemmei s e st sestsssaassssassmnesssba s sanssssaneessnss 28
FIGURE 11. IMPLICIT RELEVANCE FEEDBACK ...u.iittiiitt e it e eei e iemmet s e st e est e s st e s s smmesssbn s s sanssssaneenanss 30
FIGURE 12. HYBRID (IMPLICIT/EXPLICIT) RELEVANCE FEEDBACK ......vviieiiiiiieiiiieeetieenee et e s 33
FIGURE 13."10-FOLD CROSS-VALIDATION TECHNIQUE” [MLADENIC, 1996 ........ccvviiieeeiiiiiiir e 52
FIGURE 14. SYSTEM ARCHITECTURE ... citttiittttettteettn s iemmsassessassestassssasssassaaessstaassnsssssnssssssssssmnnssssses 58
FIGURE 15. CBR CYCLE [AAMODT AND PLAZA, 199 .....coiiiiiiiiee sttt eeeee e snmn e 61
FIGURE 16. AN EXAMPLE OF CASE REPRESENTATION IN THE RESTAURANTS DOMAIN ....ovvciviieiiieeeeen 63
FIGURE 17, RETRIEVE PHASE ..ot iiiii ittt eeemt e e ettt e et et et emeee s e et e s e e et e e b s ea st bmne st san s et eans 66

FIGURE 22. PLAYING AGENTS . itiitiiiiii it ieiee et tree e st s e s e st e s s s sbmmessn s snsesnessnsssnsasnssmmnnsssnsesnessnid D
FIGURE 23. INFORMATION FILTERING EVOLUTION BASED ON THE PERSONALIZATION.....ccuivniiineieneinnenn. 76
FIGURE 24. GENIALCHEF MAIN PAGE.......cu it ceem et eremr st eb s s s s s svmnmeene e f D
FIGURE 25. GENIALCHER SEARCH. . ..uuittittitttieta et et mese e e ettt eaa s st ssan s nmmt e sa s saseansetnssrnseansnnmtaseneens
FIGURE 26. GENIALCHEF OPINION CAPTURE

FIGURE 27, THESIS PLANIFICATION. .. i tttttttttt et et et s tem e e e st s e e e et e st s e s smamsa s ea e snesanssensesnsssnneenesnes

List of Tables

TABLE 1. DOMAIN OF THE ANALYZED SYSTEMS...uuiiitiiiitiieitieeeiteeiemmetee et eeeteeeatesesnamaaeestnaesenneeennaeens I
TABLE 2. INFORMATION FILTERING METHOD OF THE SYSTEMS....uiiiiiiiiieiit i eeei e iemmeieeeeet e eeaee et eesnnann 12
TABLE 3. PROFILE REPRESENTATION TECHNIQUE OF THE SYSTEMS ...uutiiiiiciiiieeiieeetieeeeemeeeee e e e e e een 18
TABLE4. INITIAL PROFILE GENERATION TECHNIQUE OF THE SYSTEMS....ccuuiiiiieeiiieeeiieeetmmeee et eeeannaas 23
TABLE 5. RELEVANCE FEEDBACK TECHNIQUE OF THE SYSTEMS ....uuuiiiiiiiieeiiieeeteeeee e ee et e e et eeennnas 27
TABLE 6. PROFILE LEARNING TECHNIQUE OF THE SYSTEMS.....uuiiituiiitieeiteeeetimeeeessnneestneeeesnesesnnessnmmeas 34
TABLE 7. PROFILE ADAPTATION TECHNIQUE OF THE SYSTEMS.....cvuuiiitiieiiieeeieeermmmteeeeneessneeeeneesnnaned 41
TABLE 8. USER PROFILE-ITEM MATCHING TECHNIQUE OF THE SYSTEMS BASED ON CONTENT-BASED
1 = N SRR 43
TABLE 9. USER PROFILE MATCHING TECHNIQUE OF THE SYSTEMS BASED ON COLLABORATIVE FILTERING
TABLE 10. EVALUATION TECHNIQUE OF THE SYSTEMS. . .cvuuiiitnieitteitieeetniesesesaneessneeeesnssesnessrmmnnserannns 51

List of Equations

EQUATION 1. DECREASING FUNCTION OF THE DRIFT ATTRIBUTE ...u.ituiitiitiiiieiieeetseemmteesaneeteesesassnesnan a4
EQUATION 2. REWARDING FUNCTION OF THE DRIFT ATTRIBUTE ...uuituiitniitiiteetestseenmtaessnsesesserassnesnns 65
EQUATION 3. GLOBAL SIMILARITY FUNCTION BETWEEN CASESQ AND C...cevvvvevneieineeeeneesseeeeserneeennnnns 66
EQUATION 4. RELATIVE LINEAR SIMILARITY FUNCTION BETWEEN TWO NUMERICAL ATTRIBUTES............. 67
EQUATION 5. ITEM INTEREST VALUE FUNCTION......uuiiiiiiiiiieeeit e eetieee et e et eeeate e s e e s mmmt e e esnesenneesansd 69
EQUATION 6. INTEREST CONFIDENCE VALUE FUNCTION ....uuiiiiiiiti et eeeme e e e e e e e e eeennes 70



1. PREFACE

1.1. Motivation

The introduction of Internet, World Wide Web, communications networks, and widespread
computation and storage caabiliti es, has resulted in a global information society with growing
users aroundthe world. Information, the predous raw materia of the digital age, has never been
SO easy to dbtain, process and dseminate through the Internet. Yet, with the avalanche of
information at our doors, there is a rapidly increasing difficulty of finding what we want, when
we ned it, and in away that better satisfies our requirements.

Users are constantly confronted with situations in which they have many options to choose from
and real assstance eploring ar winnowing down the posshiliti es. Internet Search Engines
commonly find thousands of potentially relevant sites. In applicaions, a user is required to
spedfy hisinformation need in terms of a query which is then compared (typicdly at a simple
keyword level) with documents in a olledion and those likely to be most related to the query
and thus potentially relevant to the user.

Recantly, in the Artificial Intelligence community, there has been a grea ded of work on how
Al can help to solve this problem. Notions of personalized search engines, intelli gent software
agents, and recommender systems have gained large aceptance anong users for the task of
asdsting them in seaching, sorting, classfying, filtering and sharing the vast amount of
information now available on the Web. The combination of the modeling o preferences of
particular users, building content models, and the modeling of socia patterns in intelli gent
agents [Maes, 1994 would provide users with means for managing information in a rational
way, and, thus, helping to overcome the information overload.

As software gents ad in the information space (virtual), physical agents exeaute in the red
world. Reseach on hoth kinds of agents has been performed separately. However, we think that
most of the results obtained in the physicd world can be gplied to the software space For
instance taking advantage of the knowledge aout the physicd body obtained by introspedion
that has been studied for several years at our university: the University of Girona (UdG) [de la
Rosa ¢ a., 1999, [Oller et a., 200qJ. The same way physicd agents make distinction among
robots, becaise robots are dl physicdly different, the physicd agents potentially can make
distinction among human beings, becaise people ae dl “different”. Since physicd agents
commit to better adtions acarding to introspeded cgpabiliti es from the physicd body, the same
way physicd agents would commit to better transadions according to introspeded tastes from
the human beings. Thus, automatic control oriented concepts as excitation, dynamics, and
stabili ty of the physicd bodies can beimported to the personali zaion field.

How can be performed this red-to-virtual mapping of properties and behaviorsis the main goa
of our work. We exped to obtain a general concept of personalization agents that improves the
state of the art in terms of performance and maintainability. Inversely, new features about the
personali zation agents could be dso mapped to the physicd agents discipline.

We constraint our research on the implementation of agents with CBR techniques. Accordingly
to our experience (i.e., [Meléndez & d., 2000 and [Meléndez & a., 2001)), CBR has excdlent
applicability in the automatic control domain becaise of its maintainability, explicability,
robustnessand exception handling feaures, that makes the CBR globally better than any other
knowledge representation scheme. Furthermore, it is very easy to creae hybrid evolutionary and



CBR agorithms that our physicd agents need for some sort of collaborative personalization.
However, CBR has dill drawbads (no perfect tedhnique has been developed, yet), among
others, the dedsion about frequently past non-useful experiences. Our aim is aso to cope with
this problem and develop a medhanism to control obsolete cases. This will be a contribution to
the CBR reseach.

1.2. The Problem

To test our development, we are thinking on an application in the e-commercefield, presumably
a personal restaurant recommendation agent. It is a quite cnstrained domain that offers a wide
range of personal tasksin order to buld several patterns of personalizaion. Our aim is to work
with ared applicaion requirement also inherited from the physica agents experience The UdG
isworking on a European projed to design an intelli gent drying chamber for the airing of hams
and sausages [Euroagri-Indrycha], which can be agood starting point.

1.3. Contributions

The main contribution of thisthesisis the goplication of two techniques to personali zaion: CBR
and trust in multi-agent systems. CBR is ableto utili ze knowledge of previously evaluated items
for the user to guessthe interest of the user about new items. The CBR nature provides user
acceptance and essy maintenance to the system. Trust in multi-agent systems is a technology
that all ows agents thinking about the others as personal entities in which you can rely on or not.
The proposal of trust in the @llaborative world makes personal agents more robust in front of
the other agents.

A preliminary contribution in order to read our main gaa is to build a state of the art about
personalized agents on the Internet. The state of the at is organized as a taxonomy, which

clasgfies personalized systems into 10 general fedures. This taxonomy could be astarting point
to researchers that want to buld a personalized agent.

1.4. Outline of the Thesis Proposal

Thethesis proposal has been organized in several sedions.

Sedion 2, State of the Art: Several areas related to this work are surveyed. The state of the at is
organized as ataxonomy to clasdfy the aurrent personali zed systems on the Internet.

Sedion 3, The Proposal: Built on the state of the art, the gaals of thiswork are outli ned.

Sedion 4, Preliminary Work: a preliminary example has been developed to exhibit the thesis
proposal viabili ty.

Sedion 5, Planning: awork planning is presented to achieve the expeded results in the next two
years.

Sedion 6, Expeded Results and Further Work: Expeded results, future improvements and new
reseach areas are introduced.



2.1. Introdu ction

2. STATE OF THE ART

Some papers present a state of the at about personalized systems (e.g., [Sarwar et a., 2004,
[Pretschner and Gauch, 1999], [Terveen and Hill, 2001], [Kobsa 4 al., 2001]). [Schafer et .,
2001] present a taxonomy of recommender systems in the field e-commerce but only clasdfy
the used tedhniques into three feaures. This paper presents a more complete taxonomy of
general intelli gent personalized agents on the Internet based on the airrent state of the art. 37
different systems from different domains are studied (i.e., web recommenders, personalized
newspapers, movie recommenders or e-mail filtering).

NAME REFERENCES DOMAIN
ACR News [Mobasher et a., 2004 | Netnews Filtering
Amazon [Amazon] | Comerc eledronic
Amalthaea [Moukas, 1997] | Web Recommender
Anatagonomy [Sakagami et al., 1997 | Personalized Newspaper
Beehive [Huberman and Kaminsky, 1996 | Sharing News
Bell core Video Recommender [Hill et al., 1995 | Movie Recommender
Casmir [Berney and Ferneley, 1999 | Document Recommender
CDNow [CDNow] | Comerc eledronic
Fab [Balabanovic and Shoham, 1997 | Web Recommender
GroupLens [Resnick et al., 1994 | Netnews Recommender
ifWeb [Minio and Tas, 199%], [Ashica and Tas, 1997 | Web Recommender
InfoFinder [Krulwich and Burkey, 1999, | Information

[Krulwich and Burkey, 1996 | Recommender
INFOrmer [Riordan and Sorensen, 1999, [Sorensen et al., 1997 | Netnews Filtering
Krakatoa Chronicle [Kamba @ al., 1995 | Personalized Newspaper
LaboUr [Schwab et a., 2001 | Document Recommender
Let's Browse [Lieberman et a., 1999 | Web Recommender
Letizia [Lieberman, 1995 | Web Recommender
LifeStyle Finder [Krulwich, 1997 | Purchase, Travel and
Store Reammender

Moviel ens [Good et al., 1999 | Movie Recommender
News Dude [Billsus and Pazzani, 1999 | Netnews Recommender
NewsWeeder [Lang, 19993 | Netnews Recommender
NewT [Sheth and Maes, 1993 | Netnews Filtering
Personal WebWatcher [Mladenic, 1996 | Web Recommender
PSUN [Sorensen and McElligot, 199%] | Netnews Recommender

Re:Agent [Boone, 1999 | E-mail Filtering
Remmmender [Basu et &, 1998 | Movie Recommender
Ringo / FireFly [Shardanand and Maes, 1995, [Shardanand, 1994 | Music Recommender
SIFT Netnews [Yan and Garcia-Molina, 1999 | Netnews Filtering
Sitel F [Stefani, and Strappavara, 1999 | Web Recommender
Smart Radio [Hayes and Cunningham, 1999, | Music Lists
[Hayes and Cunningham, 200J | Recommender
Syskill & Webert [Pazzai et a., 1994, [Pazzani and Billsus, 1997 | Web Recommender
Tapestry [Goldberg et al., 1993 | E-mail Filtering
Webmate [Chen and Sycara, 199§ | Web Recommender
WebSail [Chen et d., 2009 | Web Seach Filtering
WebSell [Cunringham et al., 2001 | Purchase Recommender
Websift [Cooley et a., 1999 | Web Recommender
WebWatcher [Armstrong et al., 1999, [Joachims et a., 1997 | Web Recommender

Table 1. Domain of the Analyzed Systems




Table 1 shows the domain of the different analyzed systems. These systems and their references
are deeply analyzed to extrad a set of 10 common fedures. The 10 feaures are used to clasdfy
the personali zed agent, thus providing ataxonomy of the systems.

This paper is organized as follows. First, we present the 10 fedures that constitute the
taxonomy. Then, we procea through sedion 3 to 12 by providing the dassficaion o the
systems according to ead feature. We end at sedion 13with several conclusions.

2.2. A Taxonomy of Personalized Agents on the Internet

The processof filtering Web documents, separating relevant documents from non-relevant ones,
or recommending items such as CDs, books movies, etc., can be viewed as a personali zed task
based on user profiles, which are somewhat hypothesis of unknown target concepts of user
preferences. Intelligent agents build and exploit these profiles. The analysis of 37 personalized
systems has result in the identification of 10 common features of generation and exploitation of
user profiles. These feaures establish a taxonomy under which the different systems can be
clasdfied.

The purpose of this dion is to explain the taxonomy feaures. First, we will discuss the
feaures that charaderize profil e generation and maintenance Second, we proceed by outlining
the feaures regarding user profil e exploitation. Then, we explain the two last fedures related to
general aspeds as system evaluation and architedure. And we end by summarizing the 10
fedures.

2.2.1. Profile Generation and Maintenance

A user profile is a representation of the user tastes, interests and/or preferences, and it is the
basic feaure of a personalized system. To generate and maintain this profile we notice five
design dedsions that constitutes the first five feaures of our taxonomy: the profile
representation technique, the technique to generate the initial profil e, the source of the relevance
feadbad that represents the user interests, the profile leaning technique and the profile
adaptation technique. Figure 1 shows the relation of these techniques in the generation and
maintenance of user profil es.

The profile representation is the first step to take into account in a personalized system, since
the other techniques depend on it. Oncethis dep is dedded, the other techniques can be defined.
A personali zed system cannot start its function urtil the user profileis creaed, and, moreover, it
is desirable to know as much as posshble from the user so that the systems provide satisfadory
results to the user from the very beginning. Therefore, systems must use asuitable technique to
generate an acairate initial profile.

To generate and maintain the user profile, the system neeals relevant information about the
user's interests. When users interad with a computer, they provide agrea ded of information
about themselves. Succesdul interpretation of these data streams is necessary for computers to
tailor themselves to ead individual’s behavior, habits and knowledge. Our computers support
many different applicaions, ead of which does one thing well: showing users mail, providing
them with an eledronic datebook, letting them play a game. As from the interadion of the user
with these goplications, the system can gather relevance feadback to know his tastes, interests or
preferences. Typicdly, the feaedbadk given explicitly or implicitly by the user has no sense itself.
Therefore, there is anead of a profile learning technique that extrads the relevant information
and structures this information depending on the representation of the profil e.
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Figure 1. Profile Generation and Maintenance

The user profile is used to filter information. User tastes usually change & time proceads. So,
the user profile should aso be cdhanged in order to retain the desired acairacy in filtering. That
is, human interests change with time and there is a nead of atechnique to adapt the user profile
to the new interests and to forget the old ones.

2.2.2. Profile Exploitation

Oncethe user profileis creaed, the systems explait it, for example, to filter incoming Netnews,
to recommend interesting restaurants,... This paper is focussed on recommendation systems
[Sangliesa and Cortés, 200q. We think that other functionalities can be viewed as a kind o
recommendation. For instance, systems that proadively filter e-mail messages can be viewed as
a system that recommends adions for the new messages and exeaute them when the mnfidence
isvery high.

Reaommendation systems made dedsions acarding to the information avail able. Since there is
so much information on the web, a fundamental isaue on such systemsis to seled the alequate
information upon which perform the dedsions. That is to say, the neal of an information
filtering method is esentia in recmmender system. There ae threemain information filtering
methods: demographic, content-based and coll aborative. Demographicdly, similar people tend
to behave in asimilar way. Demographic filtering systems use the general feaures of a duster
of similar people or a stereotype of a person to infer the interests of a particular user. Content-
based filtering approaches recommend items for the user based on the descriptions of the
previous evaluated items, in other words, they recommend items becaise they are similar to



items the user has liked in the past. Severa user profil e-item matching methods can be used in
order to compare the representation of the user interest and rew items. But when content-based
applicaions can make use of a cmmon database of information about the user, and
communicate with one another about the user, their abili ty to personali ze themselves increases
dramaticdly. Collaborative Filtering systems matches people with similar interests and then
makes recommendations on this basis. Different methods are used by the systems to match user
profilesand find users with similar interests.
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Figure 2. Profile Exploitation for Recommendation

Regarding exploitation, we distinguish, then, three main feaures: the information filtering
method, the item-profile matching and the user profil e matching techniques.

2.2.3. Other Issues

Further of user profile generation and maintenance, developers have to take into account other
isaues as the achitedure and evauation of the system. The genera architedure of the system
conditions the whole development, thus, it is an important feature to take into account. For
simplicity purposes, in the whole paper, the general word “system” is used to mention the
current personalized applicaions. However, some gplicaions are structured as intelli gent
agents or eaosystems of agents.

Regarding evaluation, unfortunately, only a few systems evaluate and dscuss their results
scientificdly. This is in part due to the fad that it actually is hard to determine how well a
personali zaion systems works, as this involves purely subjedive assesaments. However, most
of the analyzed systems present results based on diff erent evaluation methods.

The last two fields that form the taxonomy are the system architecure and evaluation.
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2.2.4. The Ten Classification Features

Summarizing, the ten feaures of the taxonomy are the foll owing:
Profil e Generation and Maintenance:

»  User Profile Representation
» Initial Profile Generation

* Relevance Feadbad

* Profile Leaning

e User Profile Adaptation

Profil e Exploitation:

» Information Filtering Method
»  User Profile— Item Matching Techniques
»  User Profile Matching Tedhniques

Other Issues:

e System Architedure
» Evauation of the System

In the foll owing sedions, the different feaures are deegply analyzed and the techniques used in
the state of the art to implement it are exposed.

2.3. Information Filtering Method

Early, Malone & a. propose threetypes of information filtering adivities: cognitive, economic
and social [Maone € a., 1987. Cognitive adivities filter information based on content.
Economic filtering adivities filter information based on estimated seach cost and kenefits of its
use. Social adivities filter information based on individual judgments of quality communicaed
through personal relationships.

These threeinformation filtering adiviti es proposed by Maone ¢ al. have esolved, mainly, in
three information filtering approaches for making recommendations. demographic filtering,
content-based filtering and collaborative filtering. Demographic filtering approadhes use
descriptions of the people to lean a relationship between a single item and the type of people
that like that objed. This is a new approach emerged from the stereotypes proposed by Rich
[Rich, 1979. Content-based filtering approaches use descriptions of the content of the items to
lean arelationship between a single user and the description of the items. That is the esolution
of the cognitive adivities. Collaborative filt ering approadhes use the feedbadk of a set of people
on a set of items to make recommendations, but ignore the mntent of the items or the
descriptions of the people. Thisis the evolution of the socia adivities. However, the eonomic
adivities have not yet been implemented.

Table 2 shows the information filt ering tedhniques used by the diff erent analyzed systems.
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NAME METHOD

ACR News Content-Based Filtering
Amazon Hybrid

Amalthaea Content-Based Filtering
Anatagonomy Hybrid

Beehive Coll aborative Filtering
Bellcore Video Recommender Coll aborative Filtering
Casmir Hybrid

CDNow Hybrid

Fab Hybrid

GroupLens Collahorative Filtering
ifWeb Content-Based Filtering
InfoFinder Content-Based Filtering
INFOrmer Content-Based Filtering
Krakatoa Chronicle Hybrid

LaboUr Hybrid

Let'sBrowse Content-Based Filtering
Letizia Content-Based Filtering
LifeStyle Finder Demographic Filtering
Movielens Hybrid

News Dude Content-Based Filtering
NewsWeealer Hybrid

NewT Content-Based Filtering
Personal WebWatcher Hybrid

PSUN Content-Based Filtering
Re:Agent Content-Based Filtering
Recmmender Hybrid

Ringo / FireFly Collaborative Filtering
SIFT Netnews Content-Based Filtering
SitelF Content-Based Filtering
Smart Radio Collaborative Filtering
Syskill & Webert Content-Based Filtering
Tapestry Coll aborative Filtering
Webmate Content-Based Filtering
WebSail Content-Based Filtering
WebSell Hybrid

Websift Hybrid

WebWatcher Hybrid

Table 2. Information Filtering Method of the Systems

2.3.1. Demographic Filtering

Demographic filt ering approaches use descriptions of the people to learn arelationship between
a single item and the type of people that like that objed. The user models are creaed by
clasgfying users in stereotypicd descriptions [Rich, 1979, representing the feaures of classes
of users. Personal data eout the user is required and is used to classfy users in terms of these
demographic data. Clasdficaions are used as general charaderizaions for the users and their
interests. Commonly, the personal data is asked to the user in a registration form (see sedion
2.5.3). The resulting profiles gan the range of information contained in the demographic
database.

For instance, the method implemented by Krulwich in the LifeStyle Finder [Krulwich, 1997
uses a mmmercialy avail able database of demographic data that encompasses the interests of
people nationwide. They have been using a demographic system cdled PRIZM from Claritas
Corporation which dvides the population of the United States into 62 demographic dusters
acording to their purchasing history, lifestyle daraderistics and survey responses. The
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demographic database mntains information on more than 600variables, ead of which refersto
aspedfic lifestyle charaderistics, purchase or activity.

People from your
age like these
products.

Stereolype
DataBase

Figure 3. Demogr aphic Filtering

However, a pure demographic filtering system has sveral shortcomings.

» Demographic filtering is based on a generdizaion of the user’s interests, so the system
remommends people with similar demographic profiles the same items. As every user is
diff erent the recommendations prove to be too general.

» The demographic goproaches do not provide any individual adaptation to interest changes.
The user’s interests tend to shift over time [Koychev, 2000, so the user profile neel to
adapt through the time.

Nevertheless demographic information can be a useful technique if combined with other
approaches. This technique is very useful to generate the initial profile of the user (seesedion
2.5.3).

2.3.2. Content-Based Filtering

Content-based filtering approaches recommend items for the user based on the descriptions of
the previous evaluated items, in other words, they recommend items because they are similar to
items the user has liked in the past. User profiles are aeaded using fedures extraded from the
items (seesedion 2.7) and ead user is assumed to gperate independently.

The input data most often take the form of samples of the user’s interests or preferences in a
given area andthe profileis a generali zation of these data that can be used generatively to carry
out task on behalf of the user. A common application takes sample items that a user finds
interesting or uninteresting and generates profil es of the user’s interests. These profiles are then
used to find or recognize other items that are likely to be of interest. Other common applicaions
processinpu data such as movies or music dbums, that the user likes and dslikes and wse the
resulting profil es to suggest new movies or albums to the user. Different methods are used by
the systems to match a user profile with the new items and dedde whether they are interesting
for the user.

13
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Figure 4. Content-Based Filtering

For instance, in Syskill &Webert [Pazzani et al., 1994 the user rates a number of Web
documents from some content domain on a binary “hot” and “cold” scde. Based on these
ratings, it computes the probabiliti es of words being in hot or cold documents. Lieberman
developed the system Letizia [Lieberman, 1995, which asssts a user in Web browsing. Letizia
tries to anticipate interesting items on the Web that are related to the user’s current navigation
context. For a set of links Letizia computes a preference ranking based on a user profile. This
profileis alist of weighted keywords, ead one indicaing the relevance of the words found on
the pages. Personalized WebWatcher [Mladenic, 1996 observes individual user's choices of
links on Web pages, in order to recommend links on other Web pages that it may visit later. The
user does not have to provide explicit ratings. Instead, visited links are taken as positive
examples, non-visited links as negative ones.

However, apure content-based filt ering system has sveral shortcomings.

* The mntent-based approadches are based on objedive information about the items. This
information is automaticdly extraded from some sources (e.g., Web pages) or introduced
manually (e.g., product database). The seledion of one item or ancther is mostly based on
subjedive dtributes about the item (e.g., a well-written document or a product with a spice
taste). Therefore, the atributes, which better influence the user choice are not taken into
acoun.

» Another problem, which has been studied extensively, is the over-spedalizaion. Content-
based filtering techniques have no inherent method for generating serendipitous finds. The
system recommends more of what the user already has en before (and indicated liking).
When the system can only recommend items scoring Hghly against a user profile, the user
is restricted to seang items smilar to those dready rated. In practice, additional hadks are
often added to introduce some dement of serendipity like injeding a note of randomness-
for example the aossover and mutation operations (as part of a genetic dgarithm) have
been proposed as a solution [Sheth and Maes, 1993.

» With the pure mntent-based approach, a user’s own ratings are the only fador influencing
future performance However, only a few ratings are provided due to both the reluctance of
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the users to perform adions that are not direded towards their immediate goals, if they do
not recave immediate benefits [Carroll and Rosson, 1987, and the low interadion of the
user with the system. Therefore, the recommendation guality has alow predsion.

Nevertheless these shortcomings can be solved combining the mntent-based approach with the
coll aborative filt ering approach (seesedion 2.3.4).

2.3.3. Collaborative Filtering

The ollaborative filtering technique matches people with similar interests and then makes
recommendations on this basis. Reaommendations are commonly extraded from the statisticd
analysis of patterns and analogies of data extraded explicitly from evauations over items
(ratings) given by the different users or implicitly by monitoring the behavior of the different
users in the system. This approach is very diff erent to the content-based filt ering, the other most
commonly used approad: rather than recommending items becaise they are similar to items a
user has liked in the past, they are recommended based on other user’s preferences. Rather than
computing the simil arity of the items, the simil arity among users is computed. In this case auser
profile consists sSmply of the data that the user has gedfied. This data is compared to those of
others users to find overlaps in interests among users. These ae used to recommend new items
to the users. Typicdly, for ead user a set of “nearest neighbors’ is defined using the
corrdation between the past ratings. Scores for unseen items are predicted using a combination
of the scores from the neaest neighbor. This approach requires less computation than the
previous one becaise it doesn't have to reason about the user data, and it clealy leverages the
commonalti es between users.

Recommend her

these products,
Similar agents iy user like them.
advice me 1o

Oh 1 These new
products are

interesting |
recammend you

these products.

Recommend her
these products.
rry user like thern.

Figure5. CollaborativeFiltering

Terveen and Hill claim the necesdty of threepill ars to support this approach [Terveen and Hill,
2001]: many people must participate (increasing the likelinessthat any person will find others
users with simil ar preferences), there must be an easy way for representing user’ sinterestsin the
system, and the dgorithms must be ale to match people with similar interests.
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For instance, Tapestry [Goldberg et al., 199 is one of the erliest implementations of
collaborative filtering based recommender systems. This system relied on the explicit opinions
of people from a close-knit community, such as an office workgroup. Another popular system is
GroupLens [Konstan et al., 1997, which computes correlation between readers of Usenet
newsgroups by comparing their ratings of news articles. The ratings of an individual user are
used to find related users with similar ratings, and their ratings are processed to predict the
user’sinterest in new articles.

However, apure mllaborative filtering system has sveral shortcomings:

* The ealy-rater problem: if a new item appeas in the database there is no way it can be
recommended to a user until some more information about it is obtained through another
user either rating it or spedfying which other itemsit is smilar to. A collaborative filtering
system provides littl e or no value when a user is the first one in his neighborhood to enter a
rating for an item. In fad, the systems depend on the dtruism of a set of users who are
willing to rate many items without recaving many recommendations. Economists have
speaulated that even if rating required no effort at al, many users would choose to delay
considering items to wait for their neighbors to provide them with recommendations.
Without altruists, it might be necessary mechanisms to encourage ealy ratings.

» The sparsity problem: the goal of collaborative filtering systems is to help people focus on
reading documents (or consuming items) of interests. Due to the last shortcoming, if the
number of usersis gnall relative to the volume of information in the system (because there
isavery large or rapidly changing database) then there is a danger of the coverage of ratings
bewming very sparse, thinning the wlledion of recommendable items. On he other hand
sparsity poses a mmputational challenge & it becomes harder to find reighbors and harder
to recommend items sncefew people have rated most of them.

» Anocther logic problem is that for a user whose tastes are unusual compared to the rest of the
population there will not be awy other users who are particularly similar, leading to poor
recommendations.

» The difficulty of adieving a criticd mass of participants makes collaborative filtering
experiments expensive. Collaborative filtering systems require data from a large number of
users before being effedive, require alarge anount of data from each user, and limit its
recmmmendations to the exad items gedfied by the population of users. One dea
disincentive in present experiments is the alditional cognitive load imposed on the user by
the requirement to provide explicit feedbadk.

» The aiticd dependency on the size and composition of the user population aso influence a
user’s group of neaest neighbors. In a situation in which feedbadk fail s to cause this group
of neaest neighbors to change, expressng dislike for an item will not necessarily prevent
the user from recaving similar items in the future. Furthermore, the lack of accessto the
content of the items prevents smilar users from being matched uressthey have rated the
exad same items.

Nevertheless these shortcomings can be solved combining the allaborative filtering approach
with the mntent-based filtering approach (seesedion 2.3.4).

Herlocker et al. introduced also the problem of lack of transparency in the coll aborative filtering
systems [Herlocker et al., 200Q. Collaborative systems today are bladk boxes, computerized
orades that give advice but cannot be questioned. A user is given no indicators to consult to
determine when to trust a recoommendation and when to doubt one. These problems have
prevented accetance of collaborative systems in al but the low-risk content domains.
Therefore, the coll aborative filt ering systems are not trusted for high-risk content domains.
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2.3.4. Hybrid

Hybrid systems exploit feaures of content-based and coll aborative filtering, since they will
amost certainly prove to be complementary. On the one hand, pure allaborative systems solve
al of the shortcomings given for pure @ntent-based systems. The first shortcoming of the
content-based systems is the lack of subjedive data éout the items. In a coll aborative system,
the community of users can offer this kind of data explicitly. It can be considered like an
opinion of the item that a confident friend offers you. For instance, you can buy a product
becaise auser with simil ar tastes recommends you a spice product and you like spice products.
Another shortcoming o the content-based systems is the ladk of novelty. A perfed content-
based tedhnique would never find anything novel, limiti ng the range of applications for which it
would be useful. Collaborative filtering techniques excd at identifying novelty using aher
user’'s recommendations and you can receave items dissmilar to those seen in the past. For
instance a user with similar tastes can recmmmend you products that you never have bought.
Finally, content-based systems have the ladk of user ratings to represent the user’s interests.
Collaborative systems can complete the user information with the other user’'s experience & a
basis. For instance, if you are very similar to another user and you have not rated a product, you
can use other user’ sratings to complete the user’ s interests.

On the other hand, pure content-based systems solve dl of the shortcomings given for pure
collaborative systems. The first shortcoming o the collaborative systems is the erly-rater
problem. With the ntent-based methods, new items can be recommended on the basis of the
content, without the necessty of explicit ratings. Content-based systems vanish the scarcity
problem because the profile kegy information about the content of the items, no the products
with the ratings. With a content-based systems we can recommend a user with unwsual tastes
without the necesdty of a similar user. Finally, the mass of participants is not important in
content-based systems because they do not depend on the population.

Thus, both content-based and coll aborative filtering contribute to the other’s effediveness
avoiding the limitations mentioned for ead system and alowing an integrated system to
achieve both reliability and serendipity. Several papers claim the outperform of the hybrid
systems (e.g., [Pazzani, 1999 and [Good et al., 1999).

Such systems as Fab [Baabanovic and Shoham, 1997, LaboUr [Schwab et a., 2001 or
WebSell [Cunringham et a., 2001 propose avery simple method for combining the two
approaches. user profiles based on content analysis are maintained, and these profiles are
diredly compared to determine users with similar preferences for collaborative
recommendation. Users receve items both when they score highly against their own profile, and
when they arerated highly by a user with similar profile. Using content-based recommendations
can solve the problems of the unseen items by others. We can use the profile we build from the
content of items to make recmmendations to users even if there are no ather users smilar to
them, and we can also filter out items similar to those disliked in the past. We can make
coll aborative recommendations even between users who have not rated any of the same items
(as long as they have rated similar items), extending the read of collaborative systems to
include databases which change quickly or are very large with resped to the number of users.
By utili zing group feadbadk we potentialy require fewer cycles to acieve the same level of
personali zaion.

2.4. User profile Representation

The mnstruction of acairate profiles is akey task — the system’'s auccesswill depend to alarge
extend on the aility to represent the user’s adual interests. Accurate profiles enable both the
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content-based component (to insure recommendations are appropriate) and the wllaborative
component (to insure users with similar profil es areindeed simil ar).

NAME TECHNIQUE
ACR News Frequent Itemsets, URL Clusters
Amazon Purchase History with Ratings
Amalthaea Weighted Feaure Vedor
Anatagonomy Weighted Feaure Vedor
Beehive Clusters (Weighted Fedure Vedor)

Bellcore Video Recommender

User-ltem Ratings Matrix

Casmir Weighted Feaure axd Document Network

CDNow Purchase History with Ratings

Fab Weighted Feaure Vedor

GroupLens User-Item Ratings Matrix

ifWeb Multivalued Weighted Attributes, Weighted Semantic Network
InfoFinder Decision Tree

INFOrmer Weighted Associative Network

Krakatoa Chronicle Weighted Fedure Vedor

LaboUr Probabilistic Feaure Vedor, Boolean Feaure Vedor

Let’s Browse Weighted Feaure Vedor

Letizia Weighted fegure vedor

LifeStyle Finder Demographic Feaures

Moviel ens Weighted Feaure Vedor, Inducted Rules

News Dude Short Term: Weighted, Long Term: Probabilistic Feature Vector
NewsWeeder Weighted Feaure Vedor

NewT Weighted Feaure Vedor

Personal WebWatcher

Probabilistic Feaure Vedor

PSUN Weighted n-grams

Re:Agent Weighted Feaure Vedor, Neural Network

Remmmender Inducted Rules

Ringo / FireFly User-Item Ratings Matrix

SIFT Nethews Boolean Feaure Vedor, Weighted Feaure Vector, Dedsion Tree

SitelF Weighted Semantic Network

Smart Radio User-ltem Ratings Matrix

Syskill & Webert Probabilistic Feaure Vedor, Boolean Feaure Vedor, Decision Tree Weighted
Fedure Vedor

Tapestry Indexed Messages and Annotations

Webmate Weighted Feaure Vedor

WebSail Boolean Feaure Vedor

WebSell Interesting/Not Interesting Products

Websift Inducted Rules, Patterns, Statistics

WebWatcher Boolean Feaure Vedor

Table 3. Profile Representation Tedchnique of the Systems

Several approaches of the user profile representations have been implemented: a history of
purchases, web navigation o e-mails, an indexed vedor of fedures, a n-gram, a semantic
network, an asociative network, a dasdfier including neural networks, dedsion trees, inducted
rules or Bayesian networks, a matrix of ratings and a set of demographic feaures. Table 3
shows the user profil e representation techniques used by the diff erent analyzed systems.

2.4.1. History

Some systems keep as a user profile the list of purchases, the navigation history in WWW or the
content of the e-mail boxes. Additionaly it is also usual to keep the relevance feedbad of the
user asociated with ead item in the history. Systems based on history do ot use any learning
profil e technique and they concentrate dl the processin the profile explotation.
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Such approacd is most commonly used in e-commerce, where systems keep as a profil e the list
of purchased products and the user ratings, as relevance feaedbad. This is the cae of the most
popular state of the art persondized systems in e-commerce Amazon.com [Amazon] and
CDNow.com [CDNow]. A similar approad is used in WebSell [Cunningham et a., 2001,
where the profile is defined using two lists, one with the purchased products rated as
“interesting” and another with the “uninteresting” ones. Another approad is implemented in
Tapestry [Goldberg et al., 1992, an e-mail filtering system that buil ds the profil e whil e keguing
tradk of the messages and annotations given by the user.

2.4.2. Vector Space Model

The items are represented with a vedor of fedures, usually words or concepts, with a value
associated. This value can be a Bodean or a real number. The Bodean value represents the
presence of the value of the feaure, and the red number represents the frequency, relevance or
probabili ty of the fegure calculated with information indexing (see sedion 2.7.2.2).

2.4.2.1. Binary / Boolean Vector Space Model

The items are represented with a vedor of feaures with a Boolean value. This value typically
represents whether the feaure is present in the item or not.

2.4.2.2. Weighted Vector Space Model

The items are represented with a vedor of feaures with aweight (ared number). The data that
are potentially available for cdculating the weight are the frequency of occurrence of the
processng token in an existing item (i.e., term frequency — TF), the frequency of occurrence of
the procesgng token in the indexing database (i.e., total frequency — TOTF) and the number of
unique items in the database that contain the processng token (i.e., item frequency — IF,
frequently labeled in other pubicaions as document frequency — DF). With the inverse
document frequency — IDF, the basic dgorithm is improved by taking into consideration the
frequency of occurrence of the processng token in the database.

TF-IDF is one of the most successul and well-tested techniques in Information Retrieval (IR).
A document is represented as a vedor of weighted terms. The computation of the weights
refleds empiricd observations regarding text. Terms that appea frequently in one document
(TF=term-frequency), but rarely on the outside (IDF=inverse-document-frequency), are more
likely to be relevant to the topic of the document. Therefore, the TF-IDF weight of atermin one
document is the product of its term-frequency (TF) and the inverse of its document frequency
(IDF). In addition, to prevent longer documents from having a better chance of retrieval, the
weighted term vedors are normali zed to unit length.

2.4.2.3. Probabilistic Vector Space Model

The items are represented with a vedor of feaures with a probability (a red number). The
probabili stic method seeks to estimate the probabili ty that a document satisfies the information
need represented by the profile. The probabili stic method is thus a generdlizaion of the exad
match technique in which we seek to rank arder documents by the probabili ty that they satisfy
the information need rather than by making a shape dedsion. To develop this probabili ty, term
frequency information (weighted to emphasize within document frequency and to de-emphasize
aaoss-document frequency) is treaed as an observation, and the distribution of the binary event
“document matches profile” conditioned by that observation is computed. Bayesian inference
networks have proven to be a useful tednique for computing this condition probability.
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Therefore, systems that classfy the items with a naive Bayesian clasdfier (see sedion 2.9.4),
keep the information of the items with the probabili stic vedor spacemodel method. Sinceit is
possble to construct a Bayesian inference net that computes the asine of the angle between
two vedors, the probabili stic vedor spacemethod can be interpreted as a spedal case of the
probabili stic method.

2.4.3. Weighted N-Grams

N-Grams can be viewed as a spedal technique for conflation (stemming — seesedion 2.7.2.1.3)
and as a unique data structure in information systems. N-Grams are afixed length conseautive
series of n charaders. Unlike stemming that generaly tries to determine the stem of aword that
represents the semantic meaning of the word, n-grams do not care adout semantics. Instead they
are dgarithmicdly based upon a fixed number of charaders. The seachable data structure is
transformed into overlapping n-grams, which are then used to creae the seachable database.

The items are represented with a net of feaures with weights in the nodes and edges. Based on
the sssumption that words tend to occur one dter another a significantly high number of times,
an-gram induction method extrad fixed length conseautive series of n characters and organize
them with weighted links representing the co-occurrence of the different words. Therefore, the
structure atieves a context representation of the words.

This model aleviated the polsemy problem (no attention is paid to word ordering o word
context [Sorensen and McElli gott, 1995) as opposed to single words. Thus, not only did certain
words reaur in documents of interest to a user, but that they appeaed in the same ntext as
they had in items previously deamed interesting by the user.

2.4.4. Weighted Semantic Networks

A semantic networks [Potter and Trueblood, 198§ is a representational format that permit the
meanings of words to be stored, so the humanlike use of these meanings is posgble. In natural
language names are used to identify concepts (spedfic or abstrad) and context mecdhanisms to
make the language frugal and concise, thus adually enhancing the expressveness of a finite
vocabulary. Although semantic data models also use logicd names in order to identify
externally the objeds, they do not support context mechanisms. Offering contexts in semantic
networks (and in data models in general) is essentia, in order for their contents to be more
understandable and more expressve and their management to be simpler, more flexible, and
more dfedive by both the designers and the users.

The gproach implemented by Minio and Taso in the ifWeb system [Minio and Tas, 1994
consists as follows: the semantic network base contains a lledion of semantic networks
describing typicd pattern of topic of user's interest. Each semantic network includes a ceantral
node that represents a main topic and some satellit e nodes conneded to it through an arc that
represents related topics of interests. Nodes and arcs are weighted with resped to the
importance of the topic and the strength of the relationship between topics. However, the
Stefani and Strapparava gproacd in the Sitel F system [Stefani and Strapparava, 199§ consists
as follows: every node is aword or an interesting concept and the acs between nodes are the
co-occurrence relation of two words; every node and every arc has a weigh that represents a
different level of interests for the user.
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2.4.5. Weighted Associative Networks

An associative network consists on a set of nodes that represent the primary terms, concepts or
words, in which a user isinterested in. A set of weighted links establi shes the organizaion of
the terms into relevant phrases. Asociative networks differ from the semantic networks becaise
semantic networks have different generic link types sich as synonymy, superclass-subclass and
also possbly disunctive and conjunctive sets of links. Contrasting with this, assciative
networks (somewhat like artificial neural systems) have only a single link type, a weighted
edge, the semantics being implicit in the structure of the network and the parameters associated
with the processng [Riordan and Sorensen, 19995.

2.4.6. Classifiers

The systems that use a tassfier as a user profile leaning technique ke as a profile the
structure of the dasdgfier. Thisis the cae of neural networks, dedsion trees, inducted rules and
Bayesian networks.

2.4.6.1. Neural Networks

A neural network is a network of inpu and output cdls, based upon neuron functions in the
brain. It is composed of a large number of highly interconneded processng elements that are
analogaus to neurons and are tied together with weighted connedions that are analogous to
synapses. Neural networks creae a compad representation that responds to queries quickly.

For instance, Jennings and Higuchi employed a neura network for constructing the users profile
[Jennings and Higuchi, 1993. During the training period, users rate documents as being
interesting ar not for them. For ead content-beaing word that occurs at least twicein the set of
training documents, a node is introduced into the neural network whose initia adivity
corresponds to its frequency in the positively rated documents. The link weights correspond to
the m-occurrence frequency of the linked words within the same documents. When new
documents are presented to the trained neural network, the nodes that correspond to the
meaning-beaing words in the document bemme adivated with their initial adivity, and
propagate their adivity via the differently weighted links to ather nodes. After a certain period
of time, the overall network adivity is measured and the new document rated as interesting for
the user if the adivity exceeals a given threshold.

2.4.6.2. Decision Trees

A dedsion treeis away to clasdfy data. It consists of a set of nodes and a set of direded edges
that conned the nodes. Think of an edge a an arrow pointing from one node to another node.
Consider a node N. The nodes that N points to are cdled its children, and N is their parent.
Internal nodes are nodes that have dildren, and led nodes are nodes with no children. The
internal nodes represent questions about the parameters, and the ealges represent answers to
those questions: values for the parameters. The leaf nodes represent afinal dedsion.

2.4.6.3. Inducted Rules

For example, an asociation rule expresses the relationship that one product is often purchased
aong with other products. Association rules have been used for many years in merchandising,
both to anadyze patterns of preference acoss products, and to recommend products to
consumers based on other products they have seleded. Assaciation rules can form a very
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compad representation of preference data that may improve efficiency of storage & well as
performance

2.4.6.4. Bayesian Networks

A Bayesian network is adireded acyclic graph in which nodes represent propositional variables
and arcs represent dependencies [Jensen, 1996]. A node’ s valueis afunction of the values of the
nodes it depends upon. Led nodes represent propositi ons, which can usually be determined by
observation. The values of nodes are determined by inference The resulting model is very
small, very fast and essentially as acarate & neaest neighbors methods [Breese ¢ al., 1999.

A posgble implementation is a Bayesian network with a node representing the information of
ead item in the domain. The states of ead node correspond to the posdble vote values for eath
item.

2.4.7. User-ltem Ratings Matrix

Some mllaborative filtering systems maintain as user profiles a user-item ratings matrix. The
user-item ratings matrix contains historicad ratings of the users on the items. Each cdl (u,i) of
the matrix contains arating representing the evaluation of the user u to the item i, and an empty
valueif there is no evaluation.

These systems do not use any learning profil e technique (seesedion 2.7.1) and they concentrate
all the processin the user profile matching techniques (seesedion 2.10).

2.4.8. Demographic Features

Demographic filtering systems creae the user profile through stereotypes. Therefore, the user
profil e representation is a list of demographic feaures that represent the kind of user. None of
these systems use any leaning profile tedhnique (seesedion 2.7.1) and they concentrate dl the
processin the stereotype reasoning [Kobsa d a., 2007]].

2.5. Initial Profile Generation

It is desirable to know as much as possble from the user so that the agents provide satisfadory
results from the very beginning. However, the user is usually not willi ng to spend much time to
define his interests for creding his profile. Moreover, user’'s interests may change over time
making the profil es difficult to maintain. For these reasons, the method for the initi ali zation and
maintenance of the user profilesisadifficult asped of the design and development of intelli gent
agent systems. The aitomation level of the aquisition of the user profiles can range from
manual inpu, through semi-automatic procedures (stereotyping and training sets), to the
automatic recognition by the agents themselves. In the latter case, automatic recognition, it is
not considered an initia profile generation technique, but the initial profile starts without data
(empty — seesedion 2.5.1) and it is constructed in aimplicit way (see sedion 2.6.3).

Table 4 shows the initia profil e generation techniques used by the different analyzed systems.
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NAME TECHNIQUE
ACR News Training Set
Amalthaea Manual
Anatagonomy Empty
Beehive Empty
Bellcore Video Reacommender Training Set
Casmir Not Specified
Fab Empty
GrouplLens Empty
ifWeb Training Set, Stereotyping
InfoFinder Training Set
INFOrmer Training Set
Krakatoa Chronicle Empty
LaboUr Training Set
Let’'s Browse Training Set
Letizia Empty
LifeStyle Finder Stereotyping
Movielens Training Set
News Dude Training Set
NewsWedler Training Set
NewT Training Set
Personal WebWatcher Manual
PSUN Training Set
Re:Agent Manual, Training Set
Remmmender Training Set
Ringo / FireFly Training Set
SIFT Netnews Training Set
Sitel F Empty
Smart Radio Training Set
Syskill & Webert Manual and Stereotyping
Tapestry Empty
Webmate Empty
WebSail Empty
WebSell Empty
Websift Training Set
WebWatcher Manual

Table 4. Initial Profile Generation Technique of the Systems

2.5.1. Empty

Some systems do ot care aout the initial profile, but they start with an empty profil e structure
(e.g., [Chen and Sycara, 1997, [Baabanovic and Shoham, 1997 and [Cunningham et a.,
2001]). Thereisnoinitia phase, the profil e structure isfilled through an automatic recognition
method when the user begins the interadion with the system.

2.5.2. Manual

The system asks users to register their interests in the form of keywords, topics and so on. One
of the advantages of this method is the transparency of the system behavior. When items have
been delivered to a user, the user can usually easily guesswhy ead item was delivered. One
problem with this method, though, is that it requires much effort on the part of the user. Another
problem is that people cainot necessarily spedfy what they are interested in because their
interests are sometimes uNCONSCious.
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Figure 6. Manual Initial Profile Generation

Few systems use this technique, Sift Netnews [Yan and Garcia-Molina, 1995, NewT [Sheth
and Maes, 1993 and Amalthaea [Moukas, 1997. WebWatcher ([Armstrong et al., 1995 and
[Joachims et al., 1997) can be mnsidered a spedal approach to this technique. Every time the
user wants to use WebWatcher, the system requires that he describes his interests by means of
spedfic words in order to adapt the profil e to his needs. These words are used in every sesson
astheinitial profile.

Moreover, due to the changing interests of the user, the systems nedl further effort in manually
update the profile. For instance, in the Sift Nethews [Yan and Garcia-Molina, 1995, when the
user wants to include/exclude one of the interests contained in his profil e, he has to modify it by
hand. Thus, this method requires much effort on the user behalf and, therefore, the profileisless
acarate. A manual technique is maybe ore suitable & an automatic method for profile
definition, as it is used in Re:Agent [Boone, 1999. In such system, the user has the option to
change his profil e by hand apart from the auitomatic procedure.

2.5.3. Stereotyping

The aedion of aninitial model can be regarded as a dassficaion problem, aimed at generating
initial predictions about the user [Kobsa @ a., 200]. The user model is initidized by
clasgfying users in stereotypicd descriptions [Rich, 1979, representing the feaures of clases
of users. The use of stereotypesin computer systems for maintaining models of their users was
introduced by Rich with the system Grundy [Rich, 1979. Typicdly, the data used in the
clasdficaion is demographic data and the user is asked to fill out a registration form: record
data (name, address phone number, etc.), geographic data (areacode, city, state, country), user
charaderistics (age, sex, education, disposable income, etc.), psychographic data (e.g., data
indicaing lifestyle), user qualifying data (frequency of product/service usage, etc.) and
registration for information off erings, participation in raffles, etc.
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Age: 28

How old are you? Job: Secretary

What do you do?

; City: Barcelona
Where do you live? Hobbies: Shopping
Which are your Married: Mo

hobbies?
Are you married?

Stereotype
DataBase

LN A

27

Figure 7. Initial Profile Generation through Stereotyping

An example is the method implemented by Krulwich in the LifeStyle Finder [Krulwich, 1997
which uses a commercialy available database of demographic data that encompasses the
interests of people nationwide. The demographic generalizaion approadch for user profiling
proposed by Krulwich consists of severa steps: first, given a set of inpu data, the set of
demographic cdegories to which the user is most likely to belong is computed. If only one
caegory matches, all the data available for the cdegory are used as a broad profile of the user,
and the process ends. If more than one cdegory matches the user data, the demographic
variables whose values are similar in all the matching caegories form a partia profile of the
user. In this way, the demographic variable that best diff erentiates the matching categories can
then be used to prompt the user for further information and the set of matching categories can be
fed badk into subsequent iterations of the dgorithm to be refined. In this way, the method can
converge on a single matching cluster with a dose to minimal number of interadions.

Other systems which use this technique ae ifWeb [Minio and Tas, 1996, and Syskill &
Webert [Pazzani et al., 199 and[Ardisono et a., 1999.

The shortcoming o this technique is the difficulty of providing personal data by the users.
Internet users normally avoid engaging in a relationship with Internet sites. This is mostly due
to alack of faith in the privacy policy of today’s web sites. Normally, users either withhold
personal data or provide false data.

2.5.4. Training Set

One gproad is to ask the user for some explicit examples which are relevant or irrelevant for
the user's interests (e.g., [Sorensen and McElligatt, 1995 and [Boone, 199§). Another
approach isto ask the user for rating a set of predefined examples (e.g., [Good et a., 1999 and
[Shardanand and Mases, 1994)). Oncethe user has given the gpropriate information, the system
proceses the data with one of the leaning techniques explained on sedion 2.7.
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Figure 8. Initial Profile Generation through a Training Set

This mode has the alvantage of smplified handling. It has the disadvantage and the danger that
the seleded examples are not representative and the results are less predse. Normally the
leaning process is of high computational complexity. Some of the systems which use this
technique ae ACR News [Mabasher et al., 2000, Letizia [Lieberman, 1995, FireHy
[Shardanand and Maes, 1995 and LaboUr [Schwab et a., 2001].

2.6. Relevance Feedback

Human interests change & time passs. For example, a father can be very interested in baby’s
stuff just after childbirth, but this interest gradually deaeases over time. Therefore, the user
profil e needs up-to-date information to update the user’ s interests automaticdly. In this sdion,
several waysto dbtain this information are presented. Then, in anext sedion we will seehow to
use thisinformation to update the user profil es.

Typicdly, systems use positive information (items liked by the user) to infer the user profile.
However, some systems (e.g., [Holte aad Yan, 1994) use rules for negative inference (i.e.,
inferring fedures that the user is not interested in). Authors claim that when added to their
original learning apprentice, these produce adramatic improvement in performance Results
show the new system is more than twice & effedive & identifying the user’s ssarch goal and it
ranks the target much more acarately at all stages of seach. However, there ae afew systems
that cannot take into acount the negative inference becaise the system acairacy is likely to
deaease (e.g., [Schwab et a., 200Q). Thus, we can conclude that it depends on the system.

The most commonly way to dotain relevance feedbadk from the user are asembled in two main
groups: information given explicitly for the user an information observed implicitly as from the
user interadion with the Internet. Moreover, some systems propose implicit/explicit hybrid
approaches. Table 5 shows the relevance of feedbadk techniques used by the different analyzed
systems.
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NAME TECHNIQUE
ACR News Implicit (Navigation History)
Amazon Explicit (Ratings), Implicit (Purchase History)
Amalthaea Explicit (Ratings)
Anatagonomy Explicit (Ratings), Implicit (Scrolling, Enlarging)
Beehive Implicit (Mail History)

Bellcore Video Recommender

Explicit (Ratings)

Casmir Explicit (Ratings)

CDNow Explicit (Ratings), Implicit (Purchase History)

Fab Explicit (Ratings)

GroupLens Explicit (Ratings, Text Comments), Implicit (Time Spent)

ifWeb Explicit (Ratings)

InfoFinder Explicit (Ratings)

INFOrmer Explicit (Ratings)

Krakatoa Chronicle Explicit (Ratings), Implicit (Saving, Scrolling, Time Spent, Maximizing,
Resizing, Peeking)

LaboUr Implicit (Links, Time Spent)

Let's Browse Implicit (Links, Time Spent)

Letizia Implicit (Links, Time Spent)

LifeStyle Finder Explicit (Ratings), Implicit (Purchase History)

Moviel ens Explicit (Ratings)

News Dude Explicit (Like/Dislike, | already know this, Tell me more)

NewsWeeder Explicit (Ratings)

NewT Explicit (Like/Dislike)

Personal WebWatcher

Implicit (Links)

PSUN

Explicit (Ratings)

Re:Agent Nothing

Remmmender Explicit (Ratings)

Ringo / FireFly Explicit (Ratings)

SIFT Netnews Explicit (Like/Diglike)

Sitel F Implicit (Links)

Smart Radio Explicit (Ratings), Implicit (Saving)

Syskill & Webert Explicit (Ratings)

Tapestry Explicit (Like/Dislike, Text Comments), Implicit (Forwarding)
Webmate Explicit (Like/Dislike)

WebSail Explicit (Like/Dislike)

WebSell Explicit (Not Spedfied)

Websift Implicit (Navigation History)

WebWatcher Explicit (Goal Reached), Implicit (Links)

Relevance Fealback Technique of the Systems

2.6.1. Nothing

Some systems do ot update the user profile aitomaticdly, thus, they do ot nead relevance
feedbadk. All the systems that update the user profile manualy (see sedion 2.8.2), does not
neal relevancefeedbad. Of course, neither do the systems that never modify the profile.

For instance, SIFT Netnews creates an initial profile of the user and it does not update it
automaticaly over the time. However, the user can modify his profile by hand.
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Figure 9. No Relevance Feedback

2.6.2. Explicit

In several systems, users are required to explicitly evaluate items. These evaluations indicae
how relevant or interesting thisitem isto the user, or how relevant or interesting the user thinks
a item is to aher users [Rich, 1979. Explicit feedbadk has the alvantage of simplicity.
Furthermore, in experimental systems explicit feedbad has the alded advantage of minimizing
one potential source of experimental error, inference of the user’s true readion. Several papers
exhibit the outperform of the systems achieved with the expli cit relevancefeedbad ([Salton and
Buckley, 199Q and [Buckley and Salton, 1995).

CK M I you

like this
document.
You are
interested
in.

Do you like the
Yes. | like document you are

it 50 rmuch I reading?

Figure 10. Explicit Relevance Feedback

But in pradicd applicaions explicit feedbad has threeserious drawbads:

» First, the relevance of information is always relative to the changing information need of a
user, and information environments relevance judgements of individual items are typicdly
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asumed to be independent when in fad they are not (e.g., the third read article on the same
topic may simply be rated lower because the first two items satisfied the information need
and the user isjudging incremental relevance 4 this point).

* Another problem is that numeric scaes may not be well suited for describing the readions
humans have on items.

» Thelast problem is that computer users do not supdy many ratings on the items presented
to them, particularly the negative ones. Pazzani et a. report that only 15% of the users
would supply interest ratings even though they were encouraged to do so [Pazzani and
Bill sus, 1997. Users are generaly very reluctant to perform adions that are not directed
towards their immediate goals if they do not recéve immediate benefits, even when they
would profit in the long run[Carroll and Rosson, 1987.

We can classfy the explicit relevance feedbadk in three groups: like/dislike, ratings and text
comments.

2.6.2.1. Like/Dislike

Users are required to explicitly judge items in a binary scde, i.e., classfy an objed as
“interesting” or “not interesting”, as “relevant” or “not relevant” or as “like” or “hate”. For
instance in the WebSail system [Chen et a., 2000 eat document URL is preceded by two
radio buttons for the user to indicae whether the document is relevant to the seach query or
not.

Billsus and Pazzani propose a different approach in the News Dude system [Bill sus and
Pazzani, 1999]. They consider that if an intelli gent information agent is to be used as a personal
asdstant, which gradually learns about our interests and retrieves interesting information, the
communications of the preferences ould not limit to rate items as interesting/not interesting.
For example, we might want to tell the agent that we drealy know about a certain topic or
request information related to a certain story. Thus, the user can rate aitem also with a “|
arealy know this’ or a“Tell me more”.

2.6.2.2. Ratings

Clasdgfying items with binary judgements (e.g., interesting/not interesting) sometimes is not
enough, thus, systems require ratings in a discrete scde. The rating scde is typicdly numeric
(e.g., the web baokstore Amazon.com [Amazon] offered users the opportunity to rate books in
various categories on a 5-point scade) or symbolic with a mapping to a numeric scde (e.g., in
Syskill & Webert [Pazzani et a., 199 users have the possbility to rate aWeb page & “hot”,
“lukewarm”, or “cold”).

2.6.2.3. Text Comments

Several sites encourage text comments from their users (e.g., Grouplens [Resnick et al., 1994
and Tapestry [Goldberg et al., 1992). Systems gather comments about a single item and present
these @& a means to fadlit ate the dedsion-making process While text comments are helpful,
they require afair amount of procesgng by the targeted user. The user must read ead paragraph
and interpret to what degreeit is positive or negative.
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2.6.3. Implicit

Implicit feedbadk means that the system automaticdly infers passvely the user’s preferences
from monitoring the user’s adions. [Chatterjee @& a, 1999 prove empiricdly that the user
interests can be inferred from his behavior. This is mainly due to the fad that motivating web
consumers to provide personal data is proving very difficult. Users are unlikely to engage in
additiona efforts even when they know that they would profit in the long run [Carrol and
Rossn, 1987. Conclusions about user’s interest should therefore not rely very much on user
explicit feedbadk, but rather take pasdve observations about users into account as far as
posshle.

QK You have spent a
lot of time reading this
page. 50 you are
interested in ... Oo

& =

S T

Figure 11 Implicit Relevance Feedback

The implicit feaedbadk was ealy defined by [Rich, 1979, and the first system was implemented
by [Mitchell et a., 1985. Sincethen, alot of systems implement implicit user profile leaning
in their approadhes (e.g., [Stefani and Strappavara, 1999 and [Schwab et a., 2001]) and, even,
some systems combined it with the explicit feedbadk ones (hybrids, seesedion 2.6.4).

The implicit methods mostly used in the state of the at to dbtain relevance feadbad from the
user are analyzing the foll owed links, a history of purchases, web navigation or e-mails and the
time spent in a particular web page.

2.6.3.1. Links

In the World Wide Web environment, when a user click on alink makes a choice, if competitive
links are avail able on the aurrent page. Hyperlinks whose documents were visited by the user
are considered to be positive examples and all the others negative ones of its interests (e.g.,
[Lieberman, 1999 [Mladenic, 1996]). The ideais that al hyperlinks were presented to the user
and the user chose to visit some of them that met his interests. For example, on an e-commerce
site the user may seled one of the products offered on a page to read a more detailed
description. Such seledive adions can be regarded as indicaors of interests and preferences.
For instance, WebWatcher [Joachims et a., 1997 monitors link selection on Web pages to
annotate the most relevant links on eat page.
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Another asped to take into accourt is that if the user returns immediatel y without having either
saved the target document, or followed further links, an indicaion of disinterest can be
asaumed. Thus, the time wasted exploring the documents (see sedion 2.6.3.3) combined with
the seleded links can improve dramaticadly the results [Lieberman, 1995.

Some papers claim that in a general approach the assumption that links not seleded are negative
examples is not valid (e.g., [Schwab et a., 200q and [Schwab et a., 2001). It is a common
situation that objeds are overlooked, and it is impossble to have an overview of al relevant
objeds. Sometimes pages that are not visited at the moment may be visited at a later point, and
sometimes they are ignored forever even when the user is interested in them sinceit is too time
consuming o simply not possble to follow every interesting link. Therefore, classfying the
objeds not visited as negative examples sansto be adangerous assumption.

2.6.3.2. History

Purchase history in e-commerce (e.g., [Amazon], [CDNow] and [Krulwich, 1997), navigation
history in WWW (e.g., [Codey et al., 1999 and [Mobasher et a., 200Q) or mail boxesin e-
mail (e.g., [Huberman and Kaminsky, 1994) are generaly regarded as grong indicaors for
user’s interests. Analyzing the content of the items contained in the history, we can get relevant
information representing the user’ sinterests.

For instance, in e-commerce, if the austomer relationship application uses an underlying feaure-
based model, the assumption is made that a purchase is a strong indicaor of interest in some of
the feaures of the purchased product. Of course, there is no one-to-one mapping o purchases
and interests snce, for example, customers purchase items for other people (e.g., as gifts) and
becaise people may arealy own an available item. Amazon attempts to addressthis isaue by
disregarding purchases with shipping addresses that are different from the user’s address and
by encouraging customersto indicate that they aready own a particular item.

2.6.3.3. Time Spent

[Morita and Shinoda, 1994] applied statisticd analysis on the llected data and concluded that
amagjor fador that influence the time spent for an article is the preference of the user for the
article. The results from their analysis concluded that there is a strong tendency to spend a long
time to real articles that are rated interesting and to spend littl e time on not interesting articles.
They discovered that interpreting as "interesting" articles, on which the realer spent more than
20 seoonds reading produced better recdl and predsion (seesedions 2.11.2.2 and 2.11.2.3) in a
text filtering experiment than using documents explicitly rated by the user as interesting.

[Konstan et al., 1997 initial studies $how that we can obtain substantially more ratings by using
implicit ratings. Their results point and that predictions based on time spend reading are nealy
as acarate a predictions based on explicit numericd ratings. They also provide large-scde
confirmation of the work of Morita and Shinoda in finding the relationship between time and
rating without regard for the length of the aticle holds true.

Sakagami and Kamba daim that the time spent is intuitively reasonable becaise we tend to
spend more time reading interesting articles than urinteresting ones [Sakagami and Kamba,
1997]. In their experiment, however, they asked the subjeds “to do nothing but read articles’,
that is“not do ather things such as leaving the terminal awhile to get a aup o coffee or reading
newly arrived e-mail messages’. We cannot generali ze these experimental results to red-world
settings where users are distraded and interrupted [Oard and Marchionini, 199€, since
measurement of effedive viewing timeisdifficult. It is often impossble to tell whether the user
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has been present in front of the computer screen and looked at a spedfic item within a spedfic
time interval. These conditions ow the limitations of their method. In actua situations, we
often receive e-mail and telephone cdls and we ae subjeded to aher interruptions. Therefore,
the time spent method is not sufficiently pradicd.

However, viewing time can serve as negative evidence [Kobsa ¢ a., 200]]. If the presentation
time (and thus the maximal viewing time) of a document is below a certain threshold, then the
information on that page is most likely to be not interesting to the user. For instance if the
download of a Web is aborted or if the user presses the Back button shortly after the page
download commenced, this may be regarded as an even stronger indicaor that the user is
adually not interested in the item just seleded (provided that the download time was within an
acceptable limit).

2.6.3.4. Others

There ae many other examples for confirmatory adions. For documents like Web pages, news
articles or e-mail messages, it is interesting to monitor whether the user does any further
processng adion. For example, saving a document ([Kamba d al., 1999), printing a document,
bookmarking a Web page, deleting a document, replying or forwarding an e-mail [Goldberg et
a., 1993, or scrolling, maximizing, minimizing o resizing the window containing the
document or the Web page ([Kamba d al., 1999, [Sakagami et al., 1997). Since these adions
are performed under the aontrol of the gplicaion, they can be registered and evaluated to lean
the user profile.

However, [Kobsa d al., 2001 do not recommend a universal logging o usage data on the
micro-interadion level, such as the trackking of mouse movements within applets, unless the
purpose of the login has aready been spedfied (e.g., for determining user’s interest in page
segments, like in systems of [Sakagami et a., 1997). The amourt of data colleded is very
large, the computation needed to derive recommendations for adaptations is extensive, and the
confidence in the suitability of these adaptations is likely to be relatively low. However, it
seans promising to experiment with such data in smaller, laboratory contexts to drive the
development of new methodsin this area

2.6.4. Hybrid

The limited evidence available suggests that implicit feedbadk has grea potential but its
effediveness remains unproven. As it is common in many technologies the best performing
system results of combining several existing technologies, in this field implicit feedbadk can be
combined with existing explicit feedbadk systems to form a hybrid system (see Figure 12).
Providing implicit feedbadk greatly deaesses the user's efforts, whereas providing explicit
feadbadk helps the system to infer user preferences accurately.

One gproach of such combination isto use implicit data & a chedk on explicit ratings [Nichals,
1997]. For instance, if an evauator is explicitly rating an item then there should be some
implicit data to confirm that he has adually examined it. If there is no evidence to suggest that
the evaluator has examined an item then perhaps their rating should be ignored, or reduced in
importance. Conversely, an evaluation with a relatively long “examine time” may be increased
in importance

A different case is Anatagonomy [Sakagami et a., 1997. Giving explicit feedbadk is optional,

and it should only be used when they wish to show explicit interest. WebWatcher [Joachims et
a, 1997, LifeStyle Finder [Krulwich, 1997, Krakatoa Chronicle [Kamba & a., 1999,
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GroupLens [Resnick et al., 1994, CDNow [CDNow] and Amazon [Amazon] also use hybrid
relevance feedbad.

You say "l like it" but you
have spent only few
seconds reading it. Maybe
you just have alittle
interestin it !l

O o2 27

Do vaou like the
docurment you are
reading”?

Yes, | like
it 5o rouch 1

-

A4 ll'H L

Figure 12 Hybrid (Implicit/Explicit) Relevance Feedback

2.7. Profile Learning Techniques

The previous sdion describes urces of information that are potentially representative of the
user interests. This dion details wvera techniques to build a user profil e through these data.
These techniques can be seen as a previous dep to represent the user profile. Typically, the
relevance feedbadk is processed to dbtain the general preferences of the user. However, not all
the systems apply a learning method to build a profile. Some systems just keep as a profil e the
relevance feadbadk without any processng.

Besides, when the relevance feedbad is composed by text without structure, it is necessary a
first step before leaning a profile. It consistsin to apply some information retrieval technique to
extrad structured relevant information. Some systems just use a information retrieval
technique to lean a profile and represent it as a structure of indexed words, athough the
information retrieval techniques cannot be mnsidered artificia intelli gence techniques, since
they just index words.

Some systems have an doff-line phase during which they lean a model of a user behavior, and
then an online phase during which they apply the model in red time. Most systems, however,
use alazy learning approach (online), in that they build and update the model while making
recommendations in red time. Offline leaning methods may prove pradicd for environments
in which knowledge of consumer preferences changes dowly with resped to the time needed to
build the model but are not suitable for environments in which consumer preference models
must be updeted rapidly or frequently.
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This sdion is dructured as follows. First, the typicd systems that need no profile leaning
techniques are briefly explained. Then, since the relevance feadbadk of some systems is
composed by text, the information retrieval tedhniques used in these systems are summarized.
Finally, the most commonly profile leaning techniques are reviewed: data mining and
clasdfiers. Table 6 shows the profile learning techniques used by the different analyzed

systems.
NAME TECNIQUE
ACR News Data Mining (Induction Rule Leaning, Clustering)
Amazon Not Necessry
Amalthaea Fedure Selection (Stemming), Frequency Vedor Space Model Method (TF-
IDF)
Anatagonomy Frequency Vedor SpaceModel Method (TF-IDF)
Beehive Data Mining (Clustering)

Bellcore Video Recommender

Not Necessary

Casmir

Simple Positive Reinforcement, Simple Positive Reinforcement with Query
Keyword Overriding, Positive and Negative Reinforcement, Positive and
Negative Reinforcement with Query Keyword Overriding

CDNow Not Necessary

Fab Frequency Vedor SpaceModel Method (TF-IDF)

GroupLens Not Necessary

ifWeb Feaure Selection (Stop-Words, Stemming, ...)

InfoFinder Feaure Selection (Heurigtics), Decision Tree(1D3)

INFOrmer Fedure Selection (Stop-Words, Stemming, ...)

Krakatoa Chronicle Frequency Vedor SpaceModel Method (TF-IDF)

LaboUr Fedure Selection (Pruning, Weighting Words), Boolean Vedor Space Model
Method

Let's Browse Frequency Vedor SpaceModel Method (TF-IDF)

Letizia Frequency Vedor SpaceModel Method (TF-IDF)

LifeStyle Finder Not Necessary

MovieLens Frequency Vedor Space Model Method (TF-IDF), Data Mining (Induction
Rule Leaning - Ripper)

News Dude Short Term: Frequency Vedor Space Modd Method (TFIDF), Long Term:
Boolean Vedor SpaceModel Method

NewsWeeder Freguency Vedor SpaceModel Method (TF-IDF), MDL

NewT Fedure Selection (Stop-Words, Stemming), Frequency Vedor Space Model

Method (TF-1DF)

Personal WebWatcher

Frequency Vedor SpaceModel Method (TF-IDF)

PSUN Feaure Selection (Stemming), N-Gram Induction (Schank, Hebian Learning
and Minds & Minsky)

Re:Agent Fedure Selection (Stop-Words), Frequency Vedor SpaceModel Method (TF-
IDF), Data Mining (Clustering), Neural Network

Recmmender Data Mining (Induction Rule Leaning - Ripper)

Ringo / FireFly Not Necessary

SIFT Netnews Boolean Vedor SpaceModel Method, Frequency Vedor SpaceModel Method
(TF-IDF)

Sitel F Feaure Selection (Stop-Words, Stemming, ...)

Smart Radio Not Necessary

Syskill & Webert Fedure Selection (Stop-Words), Boolean Vedor Space Model Method,
Frequency Vedor SpaceModel Method (TF-IDF), Dedsion Tree(ID3)

Tapestry Not Necessry

Webmate Frequency Vedor SpaceModel Method (TF-IDF)

WebSail Frequency Vedor SpaceModel Method (TF-IDF)

WebSell Not Necessry

Websift Data Mining (Inducted Rule Leaning)

WebWatcher Frequency Vedor Space Mode Method (TF-IDF), Winnow, WordStat,

Random

Table 6. Profile Learning Technique of the Systems
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2.7.1. Not Necessary

Some systems keep as a user profile the information dredly aaquired from the system, thus,
they do not neal a profile learning technique. Mainly, three kinds of systems do not need a
profil e learning method:

» Systems that aqquire the information of the user profile from a database. For instance
eledronic commerce systems ([Amazon], [CDNow], [Cunringham et a., 2001)) that extrad
the information from a database of products and keep as a profile apurchase list (seesedion
2.4.1).

e Collaborative filtering systems ([Goldberg et a., 1997, [Resnick et al., 1999, [Shardanand
and Maes, 1999) that keep as a profile amatrix with the user-item ratings (see sedion
2.4.7).

e Systems that create an initial profile through stereotyping (see sedion 2.5.3) and b not
modify it ([Krulwich, 1997). Thisisthe cae of demographic filtering systems (seesedion
2.3.1).

The systems that do not need a profile leaning technique wncentrate the information filtering
tasks on the profil e-item or profil e-profil e matching techniques.

2.7.2. Information Retrieval Techniques

Typicdly, the source of the information to generate a user profile is not structured, but it is a
text document like an e-mail, an eledronic new or a Web page. A technique to extrad relevant
information from the unstructured text documents is needed. Thus, the information retrieva
techniques are suitable since they automate the processof examining text documents to extrad
structured relevant information. Such processis based in two main steps: fedure seledion and
information indexing.

2.7.2.1. Feature Selection

A problem with observation data is that the dimensionality of the structures describing the
document till is rather large. Learning under these @nditions is not pradicd, becaise the
amount of data nealed to approximate a ancept in d dimensions grows exponentially with d.
Hence there is a need for dimensionality reduction. If we dedde to ignore dl the alditional
information and wse the statisticd indexing approach (seesedion 2.7.2.2), we still end upwith
several tens of thousands of different words that occur in our documents. Not only is using all
these words time-consuming but also many of them are not redly important for our learning
task.

Furthermore, Schwab et a. claim that every user has different interests and, therefore, aso
different feaures are important to her. In this way, feaure seledion should be individualized
and be performed individually for each user [Schwab et al., 2001].

There ae several approaches to reduce number of different words: stop-words, pruning,
stemming, word weighting and latent semantic indexing.
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2.7.2.1.1. SToP-WORDS

In the text documents normally there are a list of frequently occurring words that typicadly are
not very relevant to classficaion problems [Kowalski, 1997. Words on the stop list (e.g., the,
is, very, and if) are always excluded from consideration as informative words ([Riordan and
Sorensen, 1999, [Stefani and Strappavara, 199§, [Pazzani et a., 1996).

2.7.2.1.2. PRUNING

Pruning words can be mnsidered as an evolution of the Stop-Words approach. In this case, apart
from exclude frequent and rot relevant words from the text, the infrequent words are also
excluded ([Cohen, 1995, [Asnicar and Tas, 1997, [Schwab et a., 2001)).

2.7.2.1.3. STEMMING

Conflation is the term frequently used to refer to mapping multi ple morphologicd variants to a
single representation (stem). The premise is that the stem caries the meaning of the @ncept
asciated with the word and the dfixes (endings) introduce subtle modifications to the concept
or are used for syntadica purposes. Languages have predse grammars that define their usage,
but aso evolve based upon human usage. Thus exceptions and ron-consistent variants are
aways present in languages that typicdly require exception look-up tables in addition to the
normal reduction rules. Stemming agorithms are used to improve the dficiency of the
information system and to improve recdl (see sedion 2.11.2.2). Several systems use this
approach ([Balabanovic and Shoham, 1995, [Moukas, 1997, [Riordan and Sorensen, 19935,
[Asnicar and Tass, 1997, [Sorensen and McElligatt, 1999 and [Stefani and Strapparava,
1998)).

2.7.2.1.4. WorD WEIGHTING

Many approaces introduce some sort of word weighting and seled only the best words
([Armstrong et al., 1995[Pazzani et al., 199¢[Mladenic, 1996]). For instance, Schwab et al.
weight the words with the probabili ty of relevance of the feature. The weights are recdculated
with the time to adapt to the changing interests of the user. Therefore, the fedure seledion
changes with the time too [ Schwab et al., 2001].

2.7.2.1.5. LATENT SEMANTIC INDEXING (LSI)

Latent Semantic Indexing [Deerwester et a., 199([Foltz, 1997 is based on the asumption that
there is an underlying o “latent” structure represented by interrelationships between words
[Kowalski, 1997.

The ideais to represent the documents with a description on a more astrad level. LS| takes
advantage of the implicit higher-order structure of the asociation of terms with articles to creae
a multi-dimensional semantic structure of the information. Through the pattern o co-
occurrences of words, LSI is able to infer the structure of relationships between articles and
words. Singular-value decomposition (SVD) of the term by article as<ciation matrix is
computed producing a reduced dmensionality matrix containing the best K orthogaal fadors
to approximate the original matrix as the model of “semantic” spacefor the colledion. This
semantic spacerefleds the major asciative patterns in the data whil e ignoring some of small er
variations that may be dues to idiosyncrasies in the word usage of individual documents. In this
way, LSl produces a representation of the underlying “latent” semantic structure of the
information.
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2.7.2.1.6. OTHERS

Krulwich and Burkey Heuristics used heuristics to extrad significant phrases from the
document text [Krulwich and Burkey, 1993. These heuristics are based on the observation that
document authors tend to use syntadic methods to delineae key phrases or ideas in documents,
such as putting them in italics, identifying them with aadonyms, or the like. Some of the
Madine Learning techniques for feature seledion could also be used [Caruana and Freitag,
1994], but most of them take too long in situations with several tens of thousands of feaures.

2.7.2.2. Information Indexing

The items are typicdly represented by some structure of fedures. The fedures are terms,
usually words or concepts that appea in the documents. Assciated with ead fedure thereis a
value (Boolean or real) representing its presence or relevance. Threemain information indexing
paradigms can be identified in the Information Retrieval literature: Statisticd Indexing,
Semantic Indexing and Contextual/Structural Indexing. Statisticd Indexing uses frequency of
occurrence of words to cdculate the potentia relevance of an item. Semantic Indexing
charaderizes the documents and qleries © as to represent the underlying meaning. It
emphasizes natural language processng or the use of Al-like frames. Contextual/Structural
Indexing takes advantage of the structural and contextual information typicdly available in
retrieval systems.

Based on these three paradigms, information structures are extraded. The most commonly
structure used to represent the items is vedors (seesedion 2.4.2), but several approaches have
proved the useful of a more complicated structure like a network (seesedions 2.4.3, 2.4.4 and
245).

2.7.3. Data Mining

As merchandisers gained the aility to record transadion data, they started colleding and
analyzing data éout consumer behavior. The ideais to identify potentially useful information
implicit in these records. The term data mining is used to describe the colledion of analysis
techniques used to infer rules from or build models from large data sets.

These techniques have been used during years with important benefits to the databases of the
traditional commercia enterprises. Two main gaals of these techniques are to save money by
discovering the potential for efficiencies, or to make more money by discovering ways to sell
more products to customers. For instance, companies are using data mining to discover which
products <l well at which times of yea, so they can manage their retail store inventory more
efficiently. Other companies are using data mining techniques to discover which customers will
be most interested in a spedal offer, reducing the csts of dired mail or outbound telephone
campaigns. The ideais to apply these techniques to the dedronic commerce with the same
purposes.

Typicdly, data mining has two phases: the leaning phase and the use phase. The leaning
phase, the data mining system analyzes the data and bulds a model of consumer behavior (e.g.
asciation rules). This phase is often very time-consuming and may require the asdstance of
human analysts. Thus, these techniques may prove pradicd for environments in which
knowledge of consumer preferences changes $owly with resped to the time needed to build the
model but are not suitable for environments in which consumer preference models must be
updated rapidly or frequently. After the model is build, the system enters a use phase where the
model can be rapidly and easily applied to consumer situations.
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When we want to apply the data mining techniques in the profili ng field, some questions come
up in our minds: Is there useful data (i.e., preferences) hidden in the adivity records? Can the
data be extraded accurately and efficiently? Is the extraded data of high quelity? Several papers
prove that the data mining techniques, well-known in other fields, are dso very useful in this
field ([Etzioni, 1996, [Codey et a., 1999 and [Mobasher et a., 2000).

There ae a lot of data mining techniques, but the most commonly used are induction rule
leaning and clustering.

2.7.3.1. Induction Rule Learning

One of the best-known examples of data mining techniques is the discovery of association rules
by inductive learning. The association rule discovery methods initially find groups of items
occurring frequently together in many transadions. Such groups of items are referred to as
frequent item sets [Mobasher et al., 2000. Asciation rules capture the relationships among
these items based on their patterns of co-occurrence acosstransadions.

The number of possble awciation rules grows exponentialy with the number of items in a
rule, but constraints on confidence and support, combined with algorithms that build association
rules with itemsets, reduce the dfedive search space They are more commonly used for larger
populations rather than for individual users.

Some examples of inductive leaning techniques are Ripper [Cohen, 1995b)], Slipper [Cohen
and Singer, 1999, CN2 [Clark and Niblett, 1989 and C4.5rules [Quinlan, 1994].

2.7.3.2. Clustering

Traditional collaborative filtering techniques are often based on matching the arrent user
profil e against clusters of similar profil es obtained by the system over time from other users (see
sedion 2.10.3). A similar technique can be used in the context of Web personali zation by first
clustering user transadions. However, in contrast to collaborative filtering, clustering user
transadions based on mined information from accesslogs does not require explicit ratings or
interadion with users. Standard clustering algorithms generally partition the transadions gace
into groups of items that are close to each other based on a measure of distance In sedion
2.10.3 there is a brief survey of clustering techniques applied to user clustering into
coll aborative filt ering.

2.7.4. Classifiers

Clasdfiers are general computational models for asggning a category to an inpu. Classfiers
have been quite succesul in a variety of domains ranging from the identification of fraud and
credit risks in financia transadions to medicd diagnosis to intrusion detedion. To buld a
recommender system using a dassfier is to use information about the item and the user profile
as the inpu, and to have the output category represent how strongly to recommend the item to
the user. Clasdfiers may be implemented using many different madine leaning strategies
include neural networks (seesedion 2.4.6.1), dedsion trees (seesedion 2.4.6.2) and Bayesian
networks (seesedion 2.4.6.4).

2.7.4.1. Neural Networks Learning
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Learning in neural networks is achieved by training the network with a set of data. Each inpu
pattern is propagated forward through the network and adive output cdls represent the interest
of the user. When an error is deteded it is propagated badkward adjusting the cdl parametersto
reduce the aror, thus adhieving learning. Neural networks can be @nsidered as function
approximators based on sums of nonlinea, typicdly sigmoidal, basis functions. This technique
is very flexible and can acoommodate awide range of distributions. A major risk of neura
networks is that they can overfit by learning the charaderistics of the training data set and ot
be generalized enough for the normal input of items. In applying training to a neural network
approach, a validation set of items is used in addition to the training items to ensure that
overfitting has not occurred. As ead iteration of parameter adjustment occurs on the training
set, the validation set is retested. However, becaise badkpropagation is a gradient descent
algorithm, they can be slow to train.

2.7.4.2. Decision Trees Learning

Dedsion treelearning is a method for approximating discrete-valued target functions, in which
the leaned function is represented by a dedsion tree The leaned trees can aso be represented
as a set of if-then rules. Dedsion tree leaners build a dedsion treeby reaursively partitioning
examples into subgroups until those subgroups contain examples of asingle dass A partition is
formed by atest on some dtribute (e.g., is the feaure database equal to 0). The leaner seleds
the test that provides the highest gain in information content. The most used dedsion tree
leaner applied to the profili ng isthe ID3 [Quinlan, 1983].

2.7.4.3. Bayesian Networks Learning

A Bayesian network learner algorithm is applied to a set of training data, searching over various
model structuresin terms of dependencies for ead item. In the resulting network, ead item will
have aset of parent items that are the best predictors of its votes. A dedsion tree encoding the
conditional probabiliti es for that node represents ead conditional probability table. The model
can be build off-line over a matter of hours or days. Thus, this technique may prove pradicd for
environments in which knowledge of consumer preferences changes dowly with resped to the
time needed to build the model but are not suitable for environments in which consumer
preference models must be updated rapidly or frequently.

2.7.5. Inductive Logic Programming (ILP)

Inductive logic programming lies at the intersedion of madiine leaning and computational
logic, as used in logic programming. It combines inductive machine leaning with the
representations of computational logic. Computational logic is a more powerful representation
language than the dasdcd attribute-value representation typicdly used in madine leaning.
This representational power is useful in the mntext of learning user preference models, becaise
in this way more complex types of user preferences can be deteded and described. Another
advantage of inductive logic programming is that it enables the use of badground knowledge in
the induction process An ILP system takes as input examples and background knowledge and
produces hypotheses as output. There are two forms of induction: Predictive induction starts
from a set of clasgfied examples and abadkgroundtheory, and the @am isto induce atheory that
will classfy al the examples in the gpropriate dass Descriptive induction starts from a set of
unclassfied examples, and aims at finding a set of regularities that hold for the examples. The
advantages and dsadvantages of ILP in user preference modeling are discussed in [Dastani et
al., 200Q0.
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2.7.6. Others

Several systemsimplemented dff erent techniques and exhibit their performancein personalized
environments. This is the cae of Lang, which applied a Minimal Description Length in his
NewsWedeea recmmmendation system. This technique is a tradeoff between model complexity
and training error [Lang, 1995. Pazzai et al. lean the user profile of Syskill&Webert with the
TF-IDF approad, but they also used Winnow, WordStat and Random approach to compare the
results [Pazzani et a., 1996. Winnow leans a Boolean concept represented as a single linea
threshold function of the instancefeaures. Weights for this threshold function are learned using
a multi pli caive update rule. WordStat attempts to make aprediction whether alink is foll owed
based dredly on the statistics of individual words. Finaly, they aso introduced a random
approad. It consists in arandom choice of one link on the page with uriform probability. Itsis
typicdly used to provide abaseline measure against which to compare other techniques.

2.8. Profile Adaptation Techniques

Since personali zed systems typicdly involve interadion over long periods of time, user interests
cannot be asumed to stay constant.

NAME TECHNIQUE
ACR News Add New Information
Amalthaea Natural Selection, Gradual Forgetting Function
Anatagonomy Add New Information
Beehive Add New Information
Bellcore Video Recommender Add New Information
Casmir Add New Information
Fab Natural Selection
GrouplLens Add New Information
ifWeb Gradual Forgetting Function
InfoFinder Add New Information
INFOrmer Add New Information
Krakatoa Chronicle Add New Information
LaboUr Gradual Forgetting Function
Let's Browse Add New Information
Letizia Add New Information
LifeStyle Finder Add New Information
Movielens Add New Information
News Dude Short-term and Long-term Models
NewsWeeder Add New Information
NewT Natural Selection
Personal WebWatcher Add New Information
PUN Natural Selection
Re:Agent Manual
Recommender Add New Information
Ringo / FireFly Add New Informetion
SIFT Nethews Manual
SitelF Gradual Forgetting Function
Smart Radio Add New Information
Syskill & Webert Add New Information
Tapestry Add New Information
Webmate Add New Information
WebSail Add New Information
WebSell Add New Information
Websift Add New Information
WebWatcher Add New Information
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Table7. Profile Adaptation Technique of the Systems

This normally means that the most recent observations represent the aurrent user’s interests
better than older ones. Therefore, there is a need of a technique to adapt the user profil e to the
new interests and to forget the old ones. Thisis essentia if more and more people aeto useit.

There ae severa approacdhes to adapt the user profil e to the new interests: manually, just adding
the new information, with a time window, aging examples, combining a short-term and a long-
term model, a gradual forgetting function or the natural seledion for emsystems of agents.
Table 7 shows the profil e aaptation techniques used by the different analyzed systems.

2.8.1. Nothing

Some systems do ot care aout the profile aaptation (spedally the first ones), they assgn an
initial profile to the user and keep it unchanged over time. Particularly this was the cae of
systems that assgned an initia profile using the stereotyping technique and this was not
updated any longer. State of the at implementations do not use this approadh, for this resson no
examples can be referenced.

2.8.2. Manual

In some systems, the user has to change the profile when he is interested in upditing it. For
instance in the Sift Netnews [Yan and Garcia-Molina, 1995, when the user wants to
include/exclude one of the interest contained in his profile, he has to modify it by hand. Thus,
this method requires much effort on the part of the user and, therefore, the profile is less
acarate.

Like the manual initial profile generation (see sedion 2.5.2), this approach has two important
problems: it requires much effort on the part of the user and people cannot necessarily spedfy
what they are interested in becaise their interests are sometimes unconscious. Therefore, the
manual updating turns out to be difficult when the requirements change quickly.

2.8.3. Add New Information

This approach is the most commonly used in the arrent systems, however it does not forget the
old interests. The ideais to updite the user profile alding to it the new information extracted
from the user relevance feedbad (see sedion 2.6). Thus, the profile is adapted to new user's
interests, but the old ones are not forgotten.

2.8.4. Time Window

It's the most frequently used approach to ded with the problem of forgetting old interests. It
consists in leaning the description of user’s interests only from the latest observations. The
training examples are seleded from a so-called time window, i.e. only the last examples are
used for training [Mitchell et a., 1994. An improvement of this approach is the use of
heuristics to adjust the size of the window according to the arrent predictive acairacy of the
leaning algorithm [Widmer and Kubat, 1994 .
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2.8.5. Aging Examples

Maloof and Michalski implemented a variation of the time window approach [Maloof and
Michalski, 200Q. Instances that are older than a certain age are deleted from the partia
memory. Like the time window, the system only take into accourt the last examples, however,
this approac totally forgets the observations that are outside the given window or older than a
certain age.

2.8.6. Short-Term and Long-Term Model

Bill sus and Pazzani developed an original approac to handle the profil e adaptation [Bill sus and
Pazzani, 1999]. The originality of this approac is the use of a dual user model consisting of
both a short-term and a long-term model of the user’s interests. The method employs the short-
term model first, becaise it is based on the most recent observations only. Then, the system
alows the user to track news threads that have previously been rated and can label stories as
already known. If astory cannot be dassfied with the short-term model, the long-term model is
used. If the long-term model deddes that the story does not contain sufficient evidence to be
clasdfied, a default score is assgned. This hybrid user model is useful in domains where the
long-term user’s interests are quite broad and short-term interests change fast, asis the cae for
news dories. Anyway, the short-term model can be considered a time window system (see
sedion 2.8.4) with the newest observations, and the long-term model as a classc user model
without adaptation to the new interests.

2.8.7. Gradual Forgetting Function

The concept was introduced by [Webb and Kuzmycz, 1994 and the main ideabehind it is that
the natural forgetting is a gradual process. Therefore, a gradual forgetting function can be
defined. It should produce aweight for ead observation aacording its location in the murse of
time. They suggest a data aging medianism that places an initial weight of 1 on eadh
observation. A set proportion discounts the weight of every observation ead time another
relevant observation is incorporated into the model. Thus, the most recent observations become
more “important” for the learning algorithms, assuming that they better represent the airrent
users interests than the older ones. Hence, the system becomes more noise resistant without
losing its sensitivity to real changesin interest [Schwab et a., 200]]. Koychev proposes a linea
gradual forgetting function [Koychev, 2000, but it can be gproximated with a any function
(e.g., logarithmic or exponential).

2.8.8. Natural Selection

The natural seledion approad is asociated with the systems that implement an esystem
architedure of agents based on genetic dgorithms (see sedion 2.12.2). An ecosystem of
spedalized agents competes in paraléd giving recommendations to the user. The eosystem
evolves in the following way: the aents that produce best results are reproduced with the
crosover and mutation operators and the other ones are destroyed.
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2.9. User profile — Item Matching

Once the user profile containing the user preferences is creaed, the next step is to exploit it.
Typicdly, the user profile is used to recommend rew items considered relevant to the user.
Content-based filtering systems use adired comparison between the user profile aad the new
items. Thus, a user profile — item matching technique is neaded. Severa techniques are studied
with the objedive to automate the process of clasdfying items through its content in
relevant/not relevant by computing comparisons between the representation of the user's
interests and the representation of the items. This automated process is siccesful when it
produces results smilar to those produced by human comparison of the documents themselves
with the a¢ual information need.

Typicdly, the user profile — item matching techniques used are: a simple keyword matching, the
cosinus gmilarity, the CBR, the Naive Bayesian Clasdfier, the nearest neighbor and typical
clasdfiers. Table 8 shows the user profile — item matching tedhniques used by the different
analyzed systems.

NAME TECHNIQUE

ACR News Itemset and Cluster Similarity Matching

Amalthaea Cosinus Similarity

Anatagonomy Cosinus Similarity

Casmir Pre-Search Request Based Coll aboration, Pot-Seach Informing

Fab Cosinus Similarity

ifWeb Standard Keyword Matching

InfoFinder Boolean Seach Query String

INFOrmer Graph Comparison

Krakatoa Chronicle Cosinus Similarity

LaboUr Bayesdan Clasdfier & Neaest Neighbor

Let's Browse Cosinus Similarity

Letizia Cosinus Similarity

Moviel ens Cosinus Similarity, Inducted Rules

News Dude Short-Term: Neaest Neighbor (Cosinus Similarity), Long-Term: Naive
Bayesian Classifier

NewsWeeder Cosinus Similarity

NewT Cosinus Similarity

Personal WebWatcher Naive Bayesian Classfier

PSUN Graph Comparison

Re:Agent Neaest Neighour, Neural Network

Recommender Inducted Rules

SIFT Nethews Dot Product

SitelF Standard Keyword Matching

Syskill & Webert Naive Bayesian Clasdfier, Neaest Neigbor, PEBLS, Cosinus Similarity,
Decision Tree

Webmate Cosinus Similarity

WebSail TW2

WebSell CBRwith Neaest Neighbor (Peason r Correlation)

Websift Inducted Rules and Pattern Matching

WebWatcher Cosinus Similarity

Table 8. User Profile-Item Matching Tecdhnique of the Systems based on Content-Based Filtering

2.9.1. Standard Keyword Matching

Standard keyword matching consist in a simple count of the terms which are simultaneously
present in the document representation and in the user model [Stefani and Strapparava, 1999.
But, this model has some problems for the synonymy and dural meanings of some words. A lot
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of words describe different concepts if used in dfferent contents. For example the words
“system”, “expert” and “operative’: the first and the second word can occur in a document
about expert systems, while the first and the third can be found in operative system pages. So
the “system” word can have more than one meanings, depending on the context in which is

used.

2.9.2. Cosinus Similarity

A ealy similarity formula was used by Salton in the SMART system [Saton and McGill,
1983]. Sdton treded the index and the seach query as n-dimensional vedors (see sedion
2.4.2). The angle between two vectors has even found to be auseful measure of content
simil arity. The cosine formula cdculates the cosine of the angle between the two vectors. As the
cosine gproaches “1”, the two vedors become coincident. If the two vedors are totally
unrelated, the they will be orthogonal and the value of the wsineis“0”. Moreover, the square of
the csine of that angle (easily computed as the normalized inner product of the two vedors)
can be used to rank order the documents. Some gproaches have been developed based on this
method [Salton and Buckley, 1988, [Buckley et al., 1994, [Yan and Garcia-Molina, 1993,
[Chenetd., 2000.

2.9.3.CBR

Retrieval and adaptation techniques from Case-Based Reasoning (CBR) have becwme very
important techniques for reali zing intelli gent recommendation agents [Cunningham et al, 2007].
The ore of such applications is a item database that describes the spedfic fedures of eah
avail able item. When applying CBR, this item database is treded as a cae-base. The cae-base
contains the old cases in the form of frames, whose slots contain the <document representation,
old solution> pairs. The item representation should be its feaures and the old solution should be
it “score” according to a given user model. During the cae retrieval phase, item cases are
retrieved based on the simil arity between the item feaures and the requirements elicited by the
user. The similarity encodes the knowledge to assesswhether a item is auitable for the user's
interests. Typicdly, similarity between two cases is calculated through neaest neighbor
approacdhes (seesedion 2.9.5).

For instance in the WEBSELL retrieval component [Cunningham et a., 2001, similarity is
formali zed through simil arity measures that are modelled by combining severa parametrizable
locd similarity measures for individual product fegures with a global aggregation function.

2.9.4. Naive Bayesian Classifier

The naive Bayesian classfier is a probabili stic leaning algorithm for clasdficaion [Duda and
Hart, 1973 based on the Bayes probability formula. The ideais to cdculate the probabili ty that
a new item belongs to a predefined class The typicd classes to be dasdfied in are interesting
and rot interesting [Bill sus and Pazzani, 1999], but the dgorithm can classfy items into any set
of classs (e.g., relevant, undefined, not relevant). The item must be represented as a feaure
vedor (see sedion 2.4.2). Therefore eab fedure indicaes the presence frequency or
probability of an attribute in the item (e.g., words). The probability of an item belonging to a
spedfic dassis computed as a product of the probabiliti es of ead feaure belonging to the
class The feaure probability can be eaily estimated from training data making the naive
asuumption that fedures are independent given the dass. Thus, the new item is assgned to the
classwith the highest probabili ty. Naive Bayes has been shown to perform competitively with
more @mplex agorithms and has become and increasingly popular agorithm in text
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clasdficaion applicaions [Pazzani and Bill sus, 1997]. Systems that use the naive Bayesian
clasdfier are Persona WebWatcher [Mladenic, 1996, LaboUr [Schwab et al., 2007, News
Dude [Bill sus and Pazzani, 1999] and Syskil|& Webert [Pazzani et al., 1994 .

2.9.5. Nearest Neighbor

The neaest neighbor algorithm [Duda and Hart, 1973 operates by storing al examples in the
training set. To classfy an urseen instance, it asggns it to the dass of the most “similar”
example. Typicdly, the simil arity measure is associated to a similarity function that cdculates
the distance between the new item fedures and the feaures of the training examples. Depend on
the item representation the function can be a simple keyword matching o a weighted
comparison [Schwab et al., 200]]. For instance Syskill & Webert [Pazzani et a., 1999 is
implemented with binary feaures, thus, the most similar example is the one that has the most
feaure valuesin common with atest example.

PEBLS [Cost and Salzberg, 1993 is a neaest neighbor algorithm that makes use of a
modificaion of the value difference metric, MVDM, for computing the distance between two
examples. This distance between two examples is the sum of the value differences of all
attributes of the examples. In many ways, PEBLS is smilar to naive Bayesian clasdfier
[Pazzani and Billsus, 1997]. However, PEBLS can acarately learn non-linealy separable
concepts from Boolean features whil e the Bayesian classfier cannot.

2.9.6. Classifiers

Systems based on content-based filt ering can handle the recommendation task as a classficaion
task. Based on a set of item feaures, the system tries to induce amodel for ead user that allows
us to clasdfy unseen items into two o more dasses, for example like and dslike (see sedion
2.7.4). This means that user profile is represented as a dasdfier: a neural network (seesedion
2.4.6.1), dedsion tree (see sedion 2.4.6.2), inducted rules (see sedion 2.7.3.1) or a Bayesian
network (seesedion 2.4.6.4).

For instance, Re:Agent [Boone, 1998 implemented a neural network to divide several folders
of e-mail into two categories: “work” and “other”. Syskill&Webert [Pazzani et a., 1994 used a
dedsion treeto classfy Web pages into interesting/not interesting. Recommender [Basu et a.,
1998] implemented a rule induction method to classfy movies.

2.9.7. Others

A few systems develop their own approades, typicdly based on the techniques cited before.
For instance, [Morita and Shinoda, 1994] implement the sub-string indexing model or [Chen et
al., 200Q propose the TW2 algorithm.

2.10. User profile Matching

Systems based on collaborative filtering match people with similar interests and then make
recommendations on this basis (seesedion 2.3.3). Generally spe&ing the processof computing
arecommendation consist of three steps:
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Find similar users

Standard similarity measures are used to compute the distance between the airrent user's
representation and the representation of a set of users. In smaller applicaions these may be dl
users; in larger systems gatisticd sampling methods are used to find a representative subset for
which similarity is computed. Sedions from 2.10.2 to 2.10.5 show different commonly used
techniques to find similar users.

Create a neighborhood

When systems look for similar users, they form a neighborhood of the most similar users to the
target user. Generdly, two techniques have been used to determine how many neighbors to
seled: the correlation-thresholding tednique ad the best-n-neighbors technique. The
corrdation-thresholding technique is to set an absolute @rrelation threshold, where dl
neighbors with absolute @rrelation greder than given thresholds are seleded. Setting a high
threshold limits the neighborhood to containing very good correlates, but for many users high
correlates are not available, resulting in a small neighborhood that cannot provide prediction
coverage for many items. The best-n-neighbors technique is to pick the best-fixed number of
users. This technique performs reasonably well, as it does not limit prediction coverage.
However, picking a larger number will result in too much noise for those who have high
correlates. Picking a smaller number can cause poor predictions for those users who d not have
any high correlates. Another approach have been proposed for neighborhood formation by
[Herlocker et a., 1999 based on the centroid. The first step is picking the dosest user to the
target user and cdculate the centroid. Then, other users are included in the neighborhood based
on the distance to the centroid, which is recalculated ead time that a new user is added.
Basicdly, this algorithm alows the neaest neighbors to affed the formation of the
neighborhood andit can be beneficial for very sparse data sets.

Compute a prediction based on selected neighbors

The final step is to derive the recommendations from the neighborhood of users. Once the
neighborhood has been seleded, the ratings from those neighbors are combined to compute a
prediction, after possbly scding the ratings to a ommon dstribution. Different techniques are
used in the aurrent systems. The most-frequent item recommendation looks into the
neighborhood and for ead neighbor scans through the user’s interests and extrad the most
frequently seleded items. After all neighbors are acounted for, the system sorts the items
acording to their frequency and simply returns the n most frequent items as recommendation
that have not yet been seleded by the adive user. The asciation rule-based recommendation is
based on the asociation rule-based top-n recommendation technique described in sedion
2.7.3.1. However, instead of using the entire population of users or items to generate rules, this
technique only considers the neighborhood generated previously. Note that considering only a
few neighbors may not generate strong enough association rules in pradice, which as a
consequence may result in insufficient items to recommend. This can be aigmented by suing a
scheme where the rest of the items, if necessary, are computed by using the most frequent item
algorithm Another way to combine dl the neighbor’s ratings into a prediction is to compute a
weighted average of the ratings, using the correlation as the weight. The basic weighted average
makes an assumption that all users rate on approximately the same distribution. The gproach
taken by GroupLens [Resnick et al., 1994 was to compute the average deviation of a neighbor’s
rating from that neighbor’s mean rating, where the mean rating is taken over al items that the
neighbor has rated. The justificaion for this approach is that users may rate distributions
centered on dfferent points. An extension to the GroupLens algorithm is to aacount for the
differences in spread between user’s rating distributions by converting ratings to z-scores, and
computing aweighted average of the z-scores.
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Thus, the most important step in systems based on collaborative filtering is computing the
similarity between users. But, systems cannot work with large sets of data @ntaining all the
users with their feaures, since the performance of the system will gradually fal down.
Therefore, the first part of this edion present how to reduce the dimensionality. After this, the
common techniques used to compute the similarity between users are explained (the neaest
neighbor, clustering and clasdfiers). Table 9 shows the user profile matching techniques used
by the different analyzed systems.

NAME TECHNIQUE
Anatagonomy Cosinus Similarity
Beehive Sharing news among users of the same cluster
Bellcore Video Recommender Neaest Neighbor (Peason r Correlation)
Casmir Pre-Search Request Based Collaboration, Pot-Seach Informing
Fab Cosinus Similarity
GroupLens Neaest Neighbor (Peason r Correlation)
Krakatoa Chronicle Cosinus Similarity
LaboUr Clustering (Neaest Neigbbour - Peason r Correlation)
Moviel ens Cosinus Similarity
NewsWeeder Cosinus Similarity
Personal WebWatcher Naive Bayesian Classfier
Recommender Inducted Rule Exeaution
Ringo / FireFly Neaest Neighbor (Mean Squared Differences, Peason r Correlation,
Constrained Peason r Correlation, Artist-Artist)
Smart Radio Neaest Neighbor (Peason r Correlation)
Tapestry Tapestry Query Language
WebSell CBRwith Neaest Neighbor (Peason r Correlation)
Websift Rule Exeaution and Pattern Matching
WebWatcher Cosinus Similarity

Table9. User Profile M atching Tedhnique of the Systems based on Collabor ative Filtering

2.10.1. Dimensionality Reduction

For large databases containing many users we will end upwith thousands of feaures. Working
under these mnditionsis not pradicd, becaise the anount of data points nealed to approximate
a oncept in d dimensions grows exponentialy with d. Thisis, of course, not a problem unique
to collaborative filtering (see sedion 2.7.2.1). Essentialy, this approac takes the user-item
ratings matrix (seesedion 2.4.7) and wses any technique to dbtain areduced matrix.

Reseachersin information retrieval have proposed dff erent solutions to the text version of this
problem. One of these gproaches, Latent Semantic Indexing (see sedion 2.7.2.1.5) is based on
dimensionality reduction of the initial data through singular value decmposition (SVD). In the
same way, this technique can also be used in coll aborative filt ering systems to reduce the user-
item ratings matrix [Bill sus and Pazzani, 1998].

[Hofmann and Puzicha, 1999] propose two latent classmodels for the same purpose. The asped
model is a probabili stic latent space model which models individua preferences a cnvex
combination of preference factors (most appropriate for prediction and recommendation). The
two-side dustering model simultaneously partitions persons and objeds into clusters (most
appropriate for identifying meaningful groups or clusters).

[Hayes et al., 200]] propose the Case Retrieval Nets (CRN) for systems that apply case-based
reasoning tedhniques (see sedion 2.9.3) to the collaborative filtering. A CRN is a memory
model that builds a net instead of a tree from the cae base. It uses organizational features
derived from associative memory structures and sprealing adivation process s$milar to that
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used in connedionist models. The main benefit is that new cases and case features can be alded
without having to rebuil d the memory structure, the principal shortcoming of the case-trees.

The reduced representation of the user-item ratings matrix has svera advantages:

o Firgt, it aleviates the sparsity problem (see sedion 2.3.3) as al the entries in the reduced
matrix are nonzero, which meansthat al the users now have their opinions on the items.

* Semnd, the scdability problem (see sedion 2.3.3) also is aimost solved since both the
processng time and storage requirement improve dramaticdly.

e Third, this reduced representation captures latent association between users and items in the
reduced feaure space ad thus can potentially remove the problem of synonym words.

» Fourth, the reduced representation contributes to improve the performance of the system
[Bill sus and Pazzani, 19989].

2.10.2. Nearest Neighbor

Neaest neighbor agorithms are based on computing the distance between consumers based on
their preference history. Predictions of how much a user will | ike aitem are computed by taking
the weighted average of he opinions of a set of neaest neighbors for that product. Neighbors
who have expressed no opinion on the product in question are ignored. Nearest neighbor
algorithms have the alvantage of being able to rapidly incorporate the most up-to-date
information, but the seach for neighborsis dow in large databases.

[Herlocker et al., 1999 compare different nearest neighbor techniques and show as conclusions
the results of these techniques in a spedfic framework and the suitability of each one in
diff erent recommendation systems.

Mainly, two approaches are used in current systems to cdculate the similarity between users:

2.10.2.1. Cosinus Similarity

One of the eaiest ways to compute the similarity between an item and a user in user profil e-
item matching techniques is to represent items and profiles as vedors (see sedion 2.4.2) and
computing the asine of the angle formed by the two vedors (see sedion 2.9.2). The same
formalism can be alopted to coll aborative filtering, where users are compared to other usersin
the same way. The vedor similarity measure has been shown to be successul in information
retrieval [Salton and McGill, 1983. However [Breese @ a., 1998 has found that vedor
similarity does not perform as well as Peason correlation (seesedion 2.10.2.2) in Coll aborative
Filtering systems.

2.10.2.2. Correlation

Working with databases of user ratings for items, where users indicate their interest in an item
on anumeric scde, it is easy to define similarity measures between two user profiles based on
the crrelation between the users.

A correlation measure proposed by [Shardanand and Maes, 1995] is the Peason correlation

coefficient. Peason correlation measures the degree to which a linea relationship exists
between two variables. It is derived from a linear regresson model that relies on a set of
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asumptions regarding the data, namely that the relationship must be linea, and the aror must
be independent and have aprobability distribution with mean 0 and constant variance for every
setting o the independent variable. Thus, this coefficient ranges from —1 (indicaing a negative
correlation), via O (indicaing no correlation) to +1 (indicaing a positive correlation between
two users). In contrast with other algorithms, this algorithm makes use of negative crrelation as
well as positive crrelation to make predictions.

Speaman rank correlation coefficient [Herlocker et al., 1999 is smilar to Pearson, but does not
rely on model assumptions, computing a measure of correlation between ranks insteal of ratings
values. Speaman correlation performed as well as Peason correlation and becaise it is not
dependent on model assumptions, it should perform consistently acrossdiverse datasets.

These rrelation-based prediction schemes were shown to perform well, but they suffer from
severa limitations [Bill sus and Pazzani, 199§:

» First, correlation between two user profiles can only be computed based on items that both
users have rated (i.e., the summations or averages). If users can choose among thousands of
itemsto rate, it is likely that overlap of rated items between two users will be small in may
cases. Therefore, many of the computed correlation coefficients are based on just a few
observations, and thus the computed correlation cannot be regarded as a reli able measure of
similarity. For example, a correlation coefficient based on three observations has as much
influence on the final prediction as a wefficient based on 300bservations.

» Sewmnd, the @rrelation approach induces one global model of similarities between users,
rather than separate models for classes of ratings (e.g., positi ve ratings vs. negative ratings).
Current approaches measure whether two user profiles are positively correlated, not
correlated at all or negatively correlated. However, ratings given by one user can still be
good predictors for ratings of another user, even if the two user profil es are not correlated.

e Third, an maybe most importantly, two users can only be similar if there is overlap among
the rated items, i.e., if users did not rate aty common items, their user profiles cannot be
correlated. Due to the enormous number of items avail able to rate in many domains, this
seams to be a serious gumbling block for many filtering services, espedally during the
startup phase. However, just knowing that users did not rate the same items does not
necessrily meean that they are not like-minded. We believe that potentially useful
information islost if this kind of transitive similarity relation cannot be deteded.

2.10.2.3. Others

Another approach based on correlation between usersis the entropy-based urcertainty measure.
The measure of association based on entropy uses conditi onal probabili ty techniques to measure
the reduction in entropy of the adive user’s ratings that results from knowing the another user’s
ratings. [Herlocker et a., 1999 exhibit that entropy has not shown itself to perform as well as
Peason correlation. [Shardanand and Maes, 1999 a part of Peason r Correlation and
Constrained Peason r Correlation use the Mean Squared Differences agorithm, which perform
well compared to Peason correlation. Another more complicated approach is explained in
[Greening, 1997.

2.10.3. Clustering

Earlier, the user modeling community provided a different answer, namely the stereotype
approach [Rich, 1979. During the development time of a system, user subgroups are identified
andtypicd charaderistics of members of these subgroups determined. During the runtime of the
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system, user is assgned to one or more of these predefined user groups and their charaderistics
attributed to the user. The need for an (empiricdly based) pre-definition of these stereotypesis
an evident disadvantage. As an dternative, the system Doppelganger used clustering
medhanisms to find user groups dynamicaly, based on al available individual user models
[Orwant, 1995. Explicitly represented user models can be dustered and the descriptions of the
clusters can be used like predefined stereotypes. Doppelganger compensates for misdng or
inacarate information about a user by using default inferences from communities, which
resembl e traditional user modeli ng stereotypes with two major diff erences. membership is a not
al-or-nothing, but a matter of degree and the community models are computed as weighted
combinations of their member user models, and thus change dynamicdly as the user models are
augmented. Once the dusters are creaed, predictions for an individual can be made by
averaging the opinions of the other usersin that cluster.

Some dustering techniques represent ead user with partial participation in several clusters. The
prediction is then an average aaossthe dusters, weighted by degree of participation. Clustering
techniques usually produce lesspersonal recommendations than other methods, and in some
cases, the dusters have worse acatiracy than neaest neighbor algorithms [Breese d a., 199§.
Oncethe dustering is complete, however, performance can be very good, since the size of the
group that must be analyzed is much smaller.

In contrast to red stereotypes, clusters are aayuired dynamicdly and can be revised whenever
nealed. Thus dynamic evolution of user groups can be acounted for.

2.10.4. Classifiers

Collaborative filtering can be seen as a dasdficaion task [Bill sus and Pazzani, 1998§|. Based on
a set of ratings from users for items, we try to induce amodel for each user that allows us to
classfy unseen items into two or more classes, for example like and dslike (seesedion 2.7.4).
Alternatively, if the goal isto predict user ratings on a continuous sae, the system has to solve
aregresson problem. Typically, theinitial data existsin the form of a sparse matrix (see sedion
2.4.7), where rows correspond to users, columns correspond to items and the matrix entries are
ratings. Note that sparse in this context means that most elements of the matrix are empty,
becaise every user typicdly rates only a very small subset of all possble items. The prediction
task can now be seen as filli ng in the missng matrix values. Since we ae interested in leaning
personalized models for each user, we aciate one dassfier with every user. This model can
be used to predict the missng values for one row in our matrix.

[Basu et a, 1999 built a hybrid recommender system that mixes coll aborative and content
filtering using an induwction leaning classfier. [Good et a., 1999 implemented induction-
leaned fedure-vedor classficaion of movies and compared the dassficaion with neaest
neighbor, but that combining the two added value over neaest neighbor aone. [Bill sus and
Pazzani, 1998] format the data set of user ratings in the vedor spacemodel and then, they use a
neural network to predict the missng values. [Breese @ a., 1999 resultsindicae that for a wide
range of conditions, Bayesian networks with dedsion trees at ead node outperform the other
approades.

2.10.5. Others

Another approach cdl ed Horting was proposed by [Wolf et a., 1999: Horting is a graph-based
technique in which nodes are users, and edges between nodes indicate degree of similarity
between two consumers. Predictions are produced by walking the graph to neaby nodes and
combining the opinions of the nearby consumers. Horting differs from neaest neighbor as the
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graph may be walked through other users who have not rated the product in question, thus
exploring transiti ve relationships that nearest neighbor algorithms do not consider. In one study

using synthetic data, Horting produced better predictions than a nearest neighbor algorithm.

2.11. Evaluation of the System

Unfortunately, only afew systems evaluate and dscusstheir results ientificdly. Thisisin part
dueto the fad that it isadually hard to determine how well a personali zaion systems works, as
this involves purely subjedive assssnents. However, some gproades are discussd in this
sedion, but due to a lakk of data, a comparison of the different systems with resped to

performanceis currently impossble.

Table 10 shows the evaluation system techniques used by the diff erent analyzed systems.

NAME TECHNIQUE
ACR News Logs
Amazon Real
Amalthaea Logs - Fitness
Anatagonomy Logs - Correlation
Beehive Nothing
Bell core Video Recommender Logs— Accuracy (Correlation)
Casmir User Simulator - Predsion
CDNow Real
Fab Evaluation - Ndpm
GroupLens Not Specified
ifWeb Evaluation — Predsion, Ndpm
InfoFinder Not Specified
INFOrmer Nothing
Krakatoa Chronicle Nothing
LaboUr Logs - Accuracy
Let's Browse Evaluation
Letizia Nothing
LifeStyle Finder Evaluation
Moviel ens Logs— Acauracy (MAE, ROC)
News Dude Logs— Accuracy, F-mesure
NewsWeeder Not Specified
NewT Evaluation, User Simulator — Predsion, Reall
Personal WebWatcher Logs — Precision, Accuracy
PSUN Nothing
Re:Agent Logs - Predsion
Remmmender Logs - Predsion, Recll
Ringo / FireFly Logs— Accuracy (MAE)
SIFT Netnews Nothing
SitelF Nothing
Smart Radio Nothing
Syskill & Webert Logs - Accuracy
Tapestry Nothing
Webmate Logs - Acauracy
WebSail Logs - Recdl
WebSell Nothing
Websift Logs
WebWatcher Evaluation - Acauracy

Table 10. Evaluation Technique of the systems.
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This ®dion is organized in two different parts. The first one shows svera methods to aqquire
results and the second one shows metrics to evaluate these results.

2.11.1. Results Acquisition

The aquisition of resultsis acriticd task in the evaluation of the systems. Current systems use
one of the following approacdhes: area environment, an evaluation environment, current logs of
the system or auser simulator.

2.11.1.1. Real Environment

The best way to evaluate a personaized system is showing red results obtained in a red
environment. Only a few commercial systems like Amazon.com [Amazon] or CDNow.com
[CDNow] can show real results based on the eonomic effed.

2.11.1.2. Evaluation Environment

Some systems are evaluated in the laboratory letting a set of users interad with the system
during a period of time. Usually, the results are not enough reli able becaise the users know the
system or the purpose of the evaluation. A original approach was accomplished by NewT
[Sheth, 1994]; in addition to the numericd data wlleded in the evaluation sesdons, a
guestionnaire was also distributed to the users to get feedbadk on the subjedive aspeds of the
system.

2.11.1.3. Logs

Most of the systems are evaluated analyzing or validating the logs. A commonly used technique
is the “10-fold cross-vaidation technique”. It consists in validate the logs predicting the
relevance (e.g., ratings) of the recorded examples (seeFigure 13). Then, the guessed ratings are
compared to the ratings of the logs.

training examples testing examples

all examples / 203 wl - Classity |——>
- =

(3]
—_
Lad
=

l 2 — l) m -

average results

Figure 13. “10-fold cross-validation technique’ [Mladenic, 1996]
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2.11.1.4. User Simulator

Important isaues auch as the leaning rates and variability in leaning behavior across large
heterogeneous populations could be investigated with large coll edions of simulated users whose
design was tail ored to explore those isaues. This enables large-scde experiments to be arried
out quickly and also guarantees that experiments are repedable and perfedly controlled. This
aso alows reseachers to focus on and study the behavior of ead sub-component of the
system, which would otherwise be imposdgble in an urconstrained environment. For instance
[Holte and Yan, 1996 conducted the experiments using an automated user cdled Rover that
played the role of the user, rather than human users. [Sheth and Maes, 1993] and [Berney and
Ferneley, 1999 also used a user simulator to evaluate the performance of the systems.

2.11.2. Results Evaluation

Once the results are available, we neead to evaluate them. A set of metrics is proposed for this
purpose: coverage, recdl, predsion, f-measure, fallout, NDPM and acairacy.

2.11.2.1. Coverage

Coverage is a measure of the percentage of items for which a recommendation system can
provide predictions. A low coverage vaue indicaes that the user must either forsake a large
number of items or evaluate them based on criteria other than recommendations. A high
coverage vaue indicates that the recommendation system provides asgstance in seleding most
of theitems.

2.11.2.2. Recall

The Recdl measure [Salton and McGill, 1983 is the fradion of the adual set of relevant items
that are wrredly classfied as relevant. It's a measure of seledion eff edivenessand represents
the probabili ty that a relevant document will be seleded.

2.11.2.3. Precision

The Predsion measure [Salton and McGill, 1983 is the fradion of the seleded items which are
acdually relevant to the user’'s information need. It's also a measure of seledion eff ectiveness
and represents the probabili ty that a seleded item isrelevant.

2.11.2.4. F-Measure

Sometimes it is important to evaluate predsion and recdl in conjunction, because it is easy to
optimize éther one separately. The F-Measure [Lewis and Gale, 1994 consists in a weighted
combination of predsion and recdl that produces scores ranging from O to 1.

2.11.2.5. Fallout

The Fallout measure [Salton and McGill, 1983 is the fradion of the non-relevant items that are
seleded. It's a measure of rejedion eff ectiveness
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2.11.2.6. NDPM Measure

The Normalized Distance-Based Performance Measure (NDPM) [Ya0,1995 is a measure of the
cgpability to order corredly the items from interesting to not-interesting. Y ao developed NDPM
theoreticdly, using an approach from dedsion and measurement theory. User ratings could be
transformed to binary ratings (if they were not alrealy), and NDPM could be used to compare
the results to the system ranking. One of the key weaknesses of NDPM with resped to
evaluating ranked retrieval isthe lack of a statisticd significancetest.

2.11.2.7. Accuracy

Typicdly, the acaracy metric is defined as the percent of corredly clasdfied items. For
instance the number of interesting news articles divide by the total number of news articlesin a
newspaper. However, [Sarwar et al., 1998 gather and classfy from prior reseach dfferent
waysto measure it:

o Statisticd Remmmendation Accuracy: measures the doseness between the numericd
recommendations provided by the system and the numericd ratings entered by the user for
the same items. Threeversions of this measure ae used:

» CORRELATION is a statisticd measure of agreement between two vedors of data,
typicdly between ratings and predictions. Peason correlation coefficient is the most
commonly used. A higher correlation value indicates more acairate recommendations.

MAE - MEAN ABSOLUTE ERROR isameasure of the deviation of recommendations
from their true user-spedfied values. The lower MAE, the more acarately the
recommendation engine predicts user ratings.

v

A\ 4

RMSE - ROOT MEAN SQUARED ERROR is a measure of error that is biased to
weigh large erors disproportionately more heavily than small error. Lower RMSE
indicaes better acairacy.

» Dedsion-Support Accuracy: measures how effedively recommendations help a user seled
high-quality items. Three versions of this measure are used :

» REVERSAL RATE is a measure of how often the system makes big mistakes that
might undermine the @nfidence that a user has in the recommendation systems. Low
reversals refer to cases where the user strongly dislikes an item that the system strongly
recommends. High reversals are caes where the user strongly likes the item, but the
system recommendation is poor.

ROC SENSITIVITY is a measure of the diagnostic power of a filtering system.
Operationally, it is the aea under the recaver operating charaderistic (ROC) curve, a
curve that plots the sensitivity and spedficity of the test. Sensitivity refers to the
probability of arandamly selected good item being accepted by the filter. Spedficity is
the probability of a randomly seleded bad item being rejeded by the filter. Therefore,
the ROC sensitivity measure is an indicaion o how effedively the system can steea
people towards high-rated items and away from low-rated ones.

Y

PRC SENSITIVITY is a measure of the degree to which the system presents relevant
information. Operationdly, it is the aea under the predsion-recdl curve (PRC).
Predsion measures the percentage of seleded documents that are relevant; recdl
measures the percentage of relevant documents that are seleded. Hence predsion

A\ 4
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indicaes how seledive the system is and recdl indicaes how thorough it is in finding
valuable information. A higher valueis more acarate.

2.12. System Architecture

For simplicity purposes, in the whole paper, the general word “system” is used to mention the
current persondized applications. However, some gplicdions are structured as either
intelli gent agents or easystems of agents. Therefore, they can be mentioned as personalized
agents or personali zed ecosystems of agents.

2.12.1. Agent

There is no clear definition for the term agent, but the foll owing two definitions (one genera
and the second one doser to thiswork) are largely accepted by the researchers:

[Woddridge, 1999: “An agent is a computer program that is stuated in some eavironment, and
that is cgpable of autonomous ading in this environment in order to med its design principles”’.

This definition can be extended to define which are the cnditions for cdling an agent an
intelli gent agent [Wooldridge and Jennings, 1995]:

Autonomy: operates without the dired intervention of humans or other agents, and has control
over itsadions andinterna state.

Readivity: intelligent agents are able to perceve their environment, and respond in a timely
fashion to changes that occur init in order to satisfy their design principles.

» Pro-adiveness: intelli gent agents do not simply act in response to their environment, they
are ale to exhibit opportunistic, goal-direded behavior by taking the initiative where

appropriate.

» Socia ability: intelligent agents are cgpable of interading with other agents (and posgbly
humans) in order to satisfy its design principles. One of the most important aspeds in agents
is socia ability, social ability can be understood [Wooldridge, 1999 as the necessty to
negatiate and co-operate with other to achieve goals.

Taking this paradigm, autonomous agents can be developed which co-operate with ead other.
Every agent represents an urique user and they operate @& a persona asdstant, for instance,
guiding the user in the query formulation process storing and managing the user’s gheres of
interest and pro-adively recommending items that may be of interest to the user.

2.12.2. Ecosystem of Agents

Ecosystems are complex biologicd systems in which adaptation is an esential charaderistic
[Devine d a., 1997. Some mathematicd models of ecosystems smulate models of
heterogeneous agents that evolve in a system, according to their fitnessto some asped of the
emsystem. Normally these agents compete for resources. The most successul spedes tend to
crede new ones, combining their own information and adding new one through Genetic
Algorithm (GA) [Mitchell, 1999 or other similar techniques [Mitchell, 2000.
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Building on this ideg [Sheth and Maes, 1993 implemented an ecosystem architedure of agents
to filter Internet News in a system cdled ‘Newt’. A genetic dgorithm uses algorithmic
analogues to the genetic aosover and mutation operations to generate candidate profil es that
inherit useful feaures from their ancestors, and uses competition to identify and retain the best
ones. The aossover operator was periodicdly applied to combine segments of two candidate
profil es which were among those that had produced the highest ranks (using a cosine simil arity
measure) for articles that the user later identified as desirable. A mutation operator was
sometimes applied to the newsgroup rame to explore whether existing candidate profil es would
perform well on newsgroups with similar names. All of the candidate profil es contributed to the
ranking of the documents own to the user, although those, which consistently performed well,
contributed more strongly to the ranking. Hence the profile itself was determined by the
population of candidate profil es, rather than by any individual candidate.

A similar approach was implemented in Amathaea[Moukas, 1997 by creating an artificial
emsystem of evolving agents that cooperate and compete in a bounded resource awvironment.
New agents are aeated by crossover or mutation (or both). Both operators are applied to the
evolvable part of the agents, the genotype. The other part of the agents, the phenotype contains
information that should not be evolved, usualy instructions on how to hande the evolvable
part. The two point crossover operator works as follows: given two agents returns two new
agents that inherit a part of the keyword vectors of the parents. The operator randomly seleds
two points in the keyword vedor and exchanges all the fields of the two parents that lie between
these points, creding two new agents. Mutation is another method for creaing offspring agents.
The mutation operator takes the genotype of an agent as argument and creaes a new agent that
isarandomly modified version of its parent. The weights of the mutated keywords are modified
randomly while the new mutated keyword is a randomly selected keyword from an agent that
belongs to another cluster.

The Fab [Baabanovic and Shoham, 1997 and PSUN [Sorensen and McElligat, 1995 systems
also implemented this architedure.

2.13. Conclusions

With the unceaing gowing of the Internet and its environment, the necesdty of a new
technology, which asssts usersto find their objedives, comes up. The combination of modeling
of particular user preferences, building content models and modeling o social patterns in
intelli gent agents «ams to be a diarming solution. The airrent state of the at in personalized
systems on the Internet is analyzed to draw a genera taxonomy. The taxonomy is, at first,
clasdfied in two main groups. user profile generation and maintenance and wser profile
exploitation. Then, under this general clasdficaion, 10 common features are extraded and
inside eab feaure, all the used techniques for the analyzed systems are briefly explained. There
is no intention to gve a guide for the reseachers to implement their own systems, the intention
is to gve the arrent state of the at organized in a ssimple dassfication, explaining the used
methods and in some caes exhibit their advantages and dsadvantages. Thus, the main purpose
isto gveastating point for the reseachers to construct their own personali zed system.
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3. THE PROPOSAL

As ®dng in the state of the at, leaning is a key isque in personalized agents due to the
interadivity and dynamism of the environment (Internet) and the changing preferences of the
user. Leaning can be accomplished in an isolated way or in a collaborative way. |solated
leaning just takes into account the gathered information about the user to induce his
preferences. Coll aborative leaning takes advantage of the community of persona agents, which
have the same tasks and objedives, to lean about the user preferences. Whil e isolated leaning
methods have been explored for long traditional machine leaning tedhniques, coll aborative
leaning investigation is in its beginning. Moreover, the synergy that can be creaed between
both learning methods is a novel reseach issue. Our proposal focus predsely in the use of both
methods of leaning.

We propose apersonalized agent that handles the leaning in both isolated and coll aborative
ways. Case-Based Reasoning (CBR) is proposed to lean about the user preferences in an
isolated way. The maintainability and transparency of CBR systems insure the successin the
majority of research fields. Techniques based on trust are proposed to learn in a @llaborative
way. Based on the agent’s theory, we are going to creae a community of persona agents that
rely in other agents opinion and its own interests to improve their performance To ill ustrate the
agents performance, we propose the devel opment of an applicaion in the recommender field.

The rest of the proposal is gructured as follows. Sedion 3.1 introduces the achitedure of the
personalized agent. Sedion 3.2 presents the CBR approac to personalization. The trust in the
coll aborative world applied to personalized agents is detailed in sedion 3.3. Finally, in sedion
3.4 some conclusions about the proposal are given.

3.1. The Personalized Agent

One of the problems of the user’s profile matching techniques analyzed in the state of the at is
that the systems neeal all the information of the different users centralized in the server to
compare them. Thus, the system can acaess the personal information of the users and the
privacy isales are not guarantied. In an attempt to guaranty privacy we propose a personalized
agent that does not need to be placal in the server (see Figure 14). Thus, the personal
information of the users is distributed in their own agents and the only way to know something
about the user is with the interadion. We distinguish two levels of interadion: interadion with
other agents (pee to pee) and interadion with the server. In the first one, the personal agents
look for similar users interading with the other persona agents (“playing agents’). The
interadion consists in “sped&” about items, that is, an agent asks for the opinion of different
items to the other agents. Different users are similar when their personal agents have asimilar
opinion about the same items.

The personal agents interad with the server agent to know information about new items or new
agents in the system. The server agent interads with the personal agents to gather information
about some items (e.g., how many people is interested in one item) or to communicae the
presence of new items or new agents in the system. Therefore, the persona agents and the
server agent do ot know spedfic information about the other users (e.g., visited restaurants or
purchased products). In this way, the system guaranties the privacy of the user's persona
information. Moreover, the personal agents are anonymous for the other personal agents and the
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server agent. Each personal agent is identified by an urique id and the other agents just know
theid of the other agents and how to contad them. Thus, the agents have no ideawho is the user
behind the personal agent.

Another important feaure is the scdability of the system. When a new user is incorporated to
the system, a personal agent is creaed and its id and contad addressis added to the ggent’s list
of the server. As from the interadion of this user with the server agent and the other personal
agents, the new user is quickly adapted to the environment. When a new item is incorporated to
the system, it is just added to the item database of the server. The server agent communicates
the presence of a new item and the personal agents analyze whether it is interesting for their
USers.

// /Fersonal . N
Y Agent \

Contact List

SERVER
Agent

Personal

Agents List Agent

- o
<~ Personal
Agent

Contact List

P
130.206.1256.45

Agent  Tmst
659854
998785 [ 0.89 | 100.254.35.259

- 654877 | 0.08 | 125.25.158.25
320321 | 084 6512510339
554600 | 0.81 | 101.206.144.89 |
324672 | 078 | 13020526122 |

Item Database

220321
Data Base
324672 | 1

User Profile

" Personal \\\
Agent

Contact List

[ User Profile

Figure 14. System Architecture

This is an open architedure. The system does not depend on the agent’s technology or on the
agent’s computer host. The system can incorporate anytime an agent that obeys the
communication protocols and that can be mntaded by another agent in a port of an IP address
It does not matter the programming language of the agent. Moreover, becaise of this
architedure we can test different kinds of agents and find out their performance.

The system is aso robust due to its distributed architecure. When the wmputer of a personal
agent fals down, the system is not affeded, since the only problem is that the other agents
cannot interad with this agent. The problem is bigger when the server falls down, but not
critique. The other agents cannot accessto the server, thus, they do not know if new items or
new agents are incorporated to the system and they do not know if an agent changes its contad
address But, personal agents can go on its work interading with other personal agents and
recommending items.

The system architedure can be dasdfied within multi-agent systems (MAS) in the following
way according to [Stone and Veloso, 1997:

» Deceantraized architedure: there is no a central authority, which is in charge of making
dedsions respeding the mmposition of co-ordination objeds. In this case, sdlf-interested
individuals compose the popul ation.

* Homogeneous agents: al of the agents have the same internal structure including gals,
domain knowledge, and possble adions. They also have the same procedure for seleding
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among their adions. The only differences among agents are their sensory inpus and the
adual adionsthey take: they are situated diff erently in the world.

» Dedliberative agents: agents maintain an internal state trying to adapt their behavior to the
user preferences.

» Agentswith alocd perspedive: each agent sees a partial picture of the world. Agents can
seetheir user and the other agents, but they cannot seethe other users.

3.2. A Case-Based Reasoning Approach

In the red world, the salesman of the grocery where you always buy your meal knows so much
about you. Based on the typicd products that you namally buy, he recommends you new items
that he thinks you could like. For instance, if you always buy atrademark of milk, the salesman
can recommend you, with a high probability of success another similar one that during this
week has a discount. Another typicd situation is due to the dhanging interests of the aistomers
over time. If you do not buy a given product during a long time, the salesman gradually stops
recommend you similar products. He guesss that you are not interested in it anymore. The
recommendations of the salesman are dways based on the knowledge &out the products and
the expertise aout your tastes, preferences, interests and kehavior in the grocery. In summary,
the experienceon your adivity on the grocery guides the salesman to improve his sles.

Predsely, leaning and reasoning on past experiences is the esentials of CBR. CBR is arecat
paradigm to problem solving and learning that has drawn a lot of attention over the last years.
Instead of relying just on general knowledge of a problem domain, or making associations along
generalized relationships between problem descriptors and conclusions, CBR is able to utili ze
the spedfic knowledge of previously experienced, concrete problem situations (cases) [Aamodt
and Plaza 1994. CBR is based on people reasoning. Humans are robust problem-solvers; they
routinely solve hard problems despite limited and urcertain knowledge, and their performance
improves with experience All of these qualities are desirable for red-world Al systems.
Consequently, it is natural to ask how CBR can advance Al technology.

[Le&e, 1999 identifies five main advantages of CBR over other Al techniques:

* Knowledge aquisition: in many domains, the st of knowledge aquisition for CBR is
very low, becaise cae-based reasoners reason from complete spedfic episodes and makes
unnecessary to deacompose experiences and generalizetheir parts into rules.

» Knowledge maintenance: CBR systems do incrementa learning, since the knowledge is
easily increased just adding new casesin the cae base. Moreover, auser may be aleto add
misgng cases to the case base without expert intervention.

* Increasing problem-solving efficiency: Reuse of prior solutions helps to increase problem-
solving efficiency by building on prior reasoning rather than repeaing prior effort. In
addition, because CBR saves faled solutions as well as siccesses, it can advise éout
avoiding potential problems.

* Increasing quality of solutions: When the principles of a domain are not well understood,
rules will be imperfed. In that situation, the solutions suggested by cases may be more
acarate than those suggested by chains of rules, because caes refled what redly happens
(or fail sto happen) in a given set of circumstances.
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» User accetance: thisis akey isaue deploying Al technology: no system is useful unlessits
users accept its results. Users accept reasoning that seems natural to them.

An added value regarding user acceptanceis the transparency of the CBR systems. Black boxes
like neural networks cannot provide explanations of their dedsions. Rule-based systems must
explain their dedsions by reference to their rules, which the user may not fully understand or
accet. On the other hand, the results of CBR systems are based on adual prior cases that can be
presented to the user to provide compelling support for the system’s conclusions. Moreover,
avoiding generdizdions fadlitates to take exceptions into account. CBR can model |ocal
phenomenawell compared to eager techniques that tend to focus on more global models.

However, an important problem comes up when applying CBR: the dimensionality problem.
Adding new cases to enlarge the knowledge of the system provokes an urcontrolled growth of
the cae base. Therefore, the performance of the system gradually deaeases for instance due to
theincreased cost in accessng memory.

Based on the good results that CBR has sown in leaning systems [Watson, 1997, our ideais
mapping these results to the personali zation field. We are not concerned in whether it is a better
approach than the others are, we just want to show CBR as a good option in personalized
agents. Moreover, in order to cope with the dimensionality problem, our CBR approach
includes a forgetting mechanism based on what we cdl the drift attribute.

In the rest of the sedion we explain the genera feaures of CBR, emphasizing an the gproach
we propose.

3.2.1. CBR Methodology

The main ideaof CBR isto solve a new problem by retrieving a previous smilar situation and
by reusing information and knowledge of that situation [Aamodt and Plazg 1994]. A new
problem is lved by finding a similar past case and reusing it in the new problem situation.

An important feaure of case-based reasoning is its coupling to leaning. The notion o this
method does not only denocte a particular reasoning method, irrespedive of how the caes are
aquired, it also denotes a madiine leaning paradigm that enables sustained leaning by
updating the cae base dter a problem has been solved. When a problem is successully solved,
the experienceis retained in order to solve similar problems in the future. When an attempt to
solve a problem fail s, the reason for the failure is identified and remembered in order to avoid
the same mistake in the future. Case-based reasoning makes for learning from experience, since
it isusually easier to lean by retaining a concrete problem solving experiencethan to generalize
fromit.

In general, a new problem is lved by retrieving ane or more previously experienced cases,
reusing the cae in one way or another, revising the solution based on reusing a previous case,
and retaining the new experience by incorporating it into the existing case base.

Thus, ageneral CBR cycle (see Figure 15) may be described by the following four processs:
1. RETRIEVE the most simil ar cases
2. REUSE the information and knowledge in that case to solve the problem

3. REVISE the proposed solution
4. RETAIN the parts of this experiencelikely to be useful for future problem solving.
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Figure 15. CBR Cycle [Aamodt and Plaza, 1994]

The @re of CBR is the concept similarity used to retrieve similar situations. Obtaining a
simil arity value between two different items is a useful ideathat can help us to improve our
systems. However, similarity is not a simple or uniform concept. Similarity is a subjedive term
that depends on what one's goals are. For instance a shoe is Smilar to a hammer if one is
looking around for something to bang with, but not if one wants to extrad nails. Thisis asilly
example but the ideais applicable to any field: two products with the same price would get the
maximum similarity if the user is interested in restaurants with the same price, but may differ
gredly on another goal, such as qudity or trademark.

3.2.2. Overview of the CBR Approach to Personalization

In CBR terminology, a case usually denotes a problem situation, a previously experienced
situation, which has been cgptured and leaned in away that it can be reused in the solving of
future problems. The cae has two parts, the problem definition and the solution of the problem.
When we apply CBR to personalizaion the cae bemmes a previous item that can give us
information about the interest of the user about it. Then, the cae has also two parts, the item
definition (the problem) and the interest that the user has $hown about it (the solution).

To evaluate if a new item can be interesting to the user, the agent searches into the cae base
similar items. If the interest value is high enough, the item is recommended to the user.

In order to learn, CBR should have some feadbadk about the usefulnessof its recommendation.
Then, the system looks over the interadion of the user with the new item in order to know
whether the user isredly interested in the new item. If thisis the cae, the new item is inserted
to the cae base with the interest attributes.
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Regarding the CBR cycle:

* Intheretrieve phase, as from a new item, the system searches smilar items in the cae base
in order to know whether the user can be interested in it. According to the previous case
representation, two similar itemswill correspond to a same interest.

* In the reuse phase, as from the retrieved set of similar items, the system cdculates a
confidencevalue of interest to recommend the new item to the user.

* In the revise phase, as from the relevance feedbadk of the user, the system evaluates the
interest of the user about the new item. The ideais tracking the user interadion with the
system to know relevant information about the user interest on the recommended item.

* In the retain phese, the new item is inserted in the cae base with the interest attributes
added in the revise phase. This information will be available in future recommendations to
know the user interests about similar items.

In the foll owing sedions the structure of the cae base, the different CBR phases of the new
approach and theinitial case base generation are explained.

3.2.3. The Case Base

A case-based reasoner is heavily dependent on the structure/representation and content of its
colledion of cases. Moreover, the dimension of the cae base is aso an open problem, sinceit
aff eds the performance of the system. Following, we introduce the cae base representation we
will use for personalization and how we solve the dimensionaity problem with a cntrol
attribute cdl ed the drift attribute.

3.2.3.1. The Case Base Representation

The representation problem in CBR is primarily the problem of dedding what to storein a case,
finding an appropriate structure for describing case contents, and dedding how the case memory
should be organized and indexed for effedive retrieval and reuse.

In our approach a cae is Plit into two part: a first set of attributes describing the item (the
definition of the problem in CBR terminology) and a semnd set of attributes describing the
interest of the user (the solution of the problem in CBR terminology). We dedded that the agent
just handles items from one topic (e.g., restaurants). In such away, we simplify the case base of
the personal agent, since items from the same topic have the same &tributes. As $own in
Figure 16 from the restaurants recommendation damain, the case representation consists in a set
of item attributes describing the restaurant and a set of interest attributes describing the opinion
of the user about the restaurant.

Using CBR to look for similar items is not an original approach. WebSell [Cunningham, 2000]
recommends productsin the ecommercefield based on the CBR concepts, and Entree[Burke @
a., 1997 uses CBR to recommend restaurants. However, these systems just keep alist of items
that the user likes or dislikes. The items of the list constitute the cae base and they are
represented as a set of attributes. The main diff erence with our approadc is that we keep also a
set of interest attributes as a solution of the cae, that is, an explicit representation of user
interests.

The system has not expert knowledge about the domain of recommendations. Thus, the success
of the system depends only on the description of the items. To crede a dtribute set for an item,
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we must make use of whatever information is available aout the item’'s qualities. Item
descriptions in general do not tend to be very complex, consisting largely of descriptive
adjedives, nouns or values. For example, when the CBR goal is to recommend restaurants, the
system can ded with features of cgpadty (e.g., “100 paces’ or “150 paces’), qualiti es of the
cuisine (e.g., “traditional”, “credive” or “bland’) or approximated price(e.g., “from $10to $15’
or “from $20to $30’). The item attributes are structured like atypical relational database.

CBR terms New Approach terms
( Restaurant Code
Name
Address
Problem Restaurant Cuisine
Definition Attributes < . .
Approximated Price
Capacity
= = Air-Conditioning
L
( ( General Evaluation (0-10)
Explicit Quality-Price Relation (0-10)
Attributes Quantity of Meal (0-10)
Problem Interest :
Solution Attributes e Number of Web Page visits
mplici . .
Attributes < Number of Retrieved Queries
Time Spent on the Web Page
L
\ Drift Attribute

Figure 16. An Example of Case Representation in the Restaurants Domain

The interest attributes keep all the information the agent gathers from the user. These atributes
depend on the technique to get relevance feedbadk: explicit or implicit (see sedion 2.6). The
explicit feedbadk relies on the fad that any information can be asked to the user explicitly, such
as quality-price relation or quantity of med. On the @ntrary, implicit information can be
cgptured from the interadion between the user and the system like consulted items, time spent
consulti ng items, the number of visitsto the web page or number of queries where the restaurant
was retrieved.

Explicit attributes are the more relevant and acarate, since the user states his opinion.
However, it heavily annoys the user and, therefore, it is not aways possble to dotain [Carrol
and Roson, 1987]. Implicit attributes have aquite minor accuracy, but there is no annoyance of
the user, since the system just tracks his behavior and learns about it. Thus, we will ded with
both kinds of feedbadk and we will represent the cae interests through both explicit and
implicit attributes.

Finally, if a case represents a user interests, the complete cae base is the user profile

representation. Each personali zed agent keeps, then, a cae base that is the representation of the
user on behalf the ayent ads on.
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3.2.3.2. The Case Base Adaptation

The main ideaof the CBR is to solve new problems adapting the solution of old ones. It should
be remarked that with a larger set of cases the system gives better results. However, severa
papers claim that when the cae base reades a number of cases, the performance of the system
remains the same and sometimes deaeases [Ledke and Wilson, 199§.

One of the main drawbadks of the CBR is, then, the dimensionality problem: the uncontrolled
growth of the cae bases may result in the degradation of the performance of the system as a
dired consequence of the increased cost in accessng memory.

Therefore, there is a neal for a technique that controls the cae base dimensionality forgetting
the irrelevant cases. Some gproaches handle this problem by storing new cases sledively (for
example only when the existing cases in memory lead to a classficaion error) and deleting
cases occasionally [Kibler and Aha, 1988. Other approaches incorporate a restricted
expressvenesspolicy into the indexing scheme by planing an upper bound on the size of a case
that can be matched [Francis and Ram, 1993.

In the context of personalized agents, severa adaptation techniques have been developed to
hande the thange of the human interests over time. We propose the drift attribute. The drift
attribute is our proposal to adapt the user interests over time and to solve the dimensionality
problem of the CBR systems. The drift attribute is one of the interest attributes (see Figure 16)
and its function is aging the caes of the cae base like weighting the interests in a gradual
forgetting function (seesedion 2.8.7).

The drift attribute goproach works as foll ows:
* Thedrift attribute isavalue between Oand 1

* New items are inserted in the cae base with the maximum drift attribute. The items are
incorporated to the cae base when the user shows sme interest about them. Thus, the drift
attribute is st initialy to be the maximum.

» Thevalue of the drift attribute is deaeased over time emulating the gradual processwhere
people forget interests. The deaeasing function is a simple function where the drift attribute
¢@(q) of a cae q is deaeased multi plying the last drift value for a fador ¢ between Oand 1
(see Equation 1). But, when is the deaeasing function applied? We have to take into
acount that the frequency wherewith users interad with the system is very different.
Therefore, the deaeasing function should depend on the user interadion instead of days or
weeks. For example, the system could deaease the drift attributes when a new item is
incorporated to the cae base or every time the user loginto the system.

¢la)=¢la)* o

Equation 1. Deaeasing function of the drift attribute

e The value of the drift attribute is increased (reward) if the retrieved cese results in a
succesgul recmmendation. The rewarding function is as sSmple & the deaeasing one. The
drift attribute ¢(q) of acase q isincreased dviding the last drift value for afador A between
0 and 1(seeEquation 2).
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Equation 2. Rewar ding function of the drift attribute

When a case atieves a drift value under a threshold, it is discarded. If the drift value is low
enough, it does not make sense to retain the item in the cae base. The confidence value of
interest that this item gives is insignificant and it is a useless case that only contributes to
increase the dimensionality of the cae base and to decreese the performance of the system.
Therefore, removing cases with alow drift value is the best solution to automaticaly control the
dimensionality of the cae base.

Initiating the cae base neals a setup phese where the parameters are tuned to achieve the best
performance of the system. In other words, we will obtain dfferent results changing the
rewarding function, the deaeasing function and the threshold. Finding out the optimal valuesis
an empiricd task based on metrics to evaluate the system.

Some reseachers apply the gradual forgetting function to their systems to adapt the user profile
to the new interests. However, they have a weight/age for all the items of a given topic andit is
modified when some event affeds one of the items in the topic. We think that such functions
reduce the performance of the system, espedally when the same topic gathers a large set of
items. Because if in the same interest topic there is one single item that the user isinterested in,
the topic never drifts, even if the user is not interested in all the other items in the set.
Alternatively, in our approach we adgn a weight to ead item, thus, every case is treded
individually and we solve this problem.

3.2.3.3. Initial Profile Generation

It is desirable to know as much as possgble from the user so that the agents provide satisfadory
results from the very beginning. In our approadh, the training set seemsto be the best technique
to generate the initial profile, since the training set list of items given by the user with the
appropriate dtributes of interest can be the initial case base.

Analyzing the initial profile generation tedhniques proposed in the state of the at, we could see
different advantages and drawbadks. In the manual generation, the user tailor his profile, thus it
isaredly transparent method. But the user is annoyed and it is difficult for the user to define its
preferences explicitly. The anpty approach has a potentia long time to know the user
preferences, that is, the initial recommendations have a low quality. But in this case, the user is
not annoyed. The stereotyping approac interviews the user with a quick manual questionnaire
only with a little annoyance, but people is reluctant to give personal data. Typicdly, the user
does not fill the questionnaire or provides false data. The training set approach totally depends
on the profile leaning technique, since the user just gives a list of items that he likes and/or
dislikes, and the leaning tednique generates the profile. There is a littl e annoyance of the user
and the user easily defines its preferences.

3.2.4. The Retrieve Phase

In CBR terminology, the retrieval task starts with a new problem description and ends when a
set of best matching previous cases has been found This task can be discomposed in two perts:
first, cdculating the similarity between the new case and the caes in the cae base; and second,
seleding the best group of similar cases.
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Figure 17. Retrieve Phase

When we apply CBR to personalization, this phase has the same purpose, but instead of
retrieving similar problems, the system retrieves smilar items. Thus, the retrieval task ends
when a set of best matching previous items has been found (seeFigure 17).

3.2.4.1. Similarity Function

The most interesting concept of the CBR is similarity. Theideais to define how similar are two
cases based on their item attributes. In this way, given a case, we can get an ordered list of
similar cases. Taking advantage of this concept, when a user likes an item, we can recommend
him alist of similar ones that the user should like.

One way to dbtain the simil arity value between two casesisto predefine anumericd judgement
cdled the similarity metric. A similarity metric can be any function that takes two entities and
returns a value refleding their similarity with resped to a given goa. Typicdly, researchers
define the similarity between two cases as a combination of the similarities between the
different attributes of the cases, sincewe caanot make use of all the cae feaures availablein a
database in a uniform way. The system does not have knowledge aout the meaning of eat
attribute, thus, it is usual to predefine how to hand e the diff erent feaures.

Moreover, in most cases overal similarity of feaures was a poor metric for providing examples,
because users attached diff erent significance to feaures depending on their goals. For example,
if your goal isto buy a car that will pull abig trailer, you will weight engine size more heavily
when comparing cars than other feaure such as fuel consume. So, the system should regard
engine size & more significant in assessng simil arity in this context.

Thus, to compare two cases based on their attributes, the global similarity function should be a
weighted ponderation of the different attribute similarities based on the user interests. The
simil arity between casesgandcis:

a(q,c)= ivvio-i (G:,C)

Equation 3. Global Similarity Function between casesq and ¢
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where qg,...,q, are the item attributes of case g, ci,...,C, are the item attributes of case c, g; are
the different attribute similarities and w; are the weights of the ponderation. Typicdly, the
weights must sum 1 and a human expert should provide them.

Thus, the key of the global similarity function is to define the different attribute simil ariti es ().
Certainly, o; depends on the type of attribute. We can clasdfy the atributes in numericd or
labeled. Numericd attributes contain a value and labeled attributes contain a text. For example,
the age of a person is a numericd attribute becaise mntain a number of years, on the other
hand, the trademark of a product is alabeled attribute becaise @mntain a name of a company.

In our case base we ded with both numericd and labeled attributes, thus, we need to consider
similarity metrics for both kind of attributes.

Regarding numericd attributes, most of the similarity metrics are based on the two following
approadhes:

*  The most commonly similarity metric used in CBR systems is the difference between the
values of the two attributes (g; and ¢;) normalized over [0,1] and relativized to the range of
the possble atribute values [max, min;] (see Equation 4). This is a suitable metric for
attributes that have possble values ordered with a proportiona difference that is, values
that follows alinea function.

o(q,,c) =1_LCI-
max —min

Equation 4. Relativelinear similarity function between two numerical attributes

e But sometimes the diff erence between two attribute val ues does not follow alinea function.
For instance, to compare the similarity between two attributes representing the price of
different products, we cannot consider the same difference between 1and 100than between
10000to 10100. Thus, we need a non-linear similarity function (seeFigure 18).

Similarity 1
o4
ol
o7l
os|
os|
0.4t
ozl
ozl

01t

o

o Difference between the two numerical attributes

Figure 18. Non-linear similarity function between two numerical attributes
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Regarding labeled attributes, defining a metric is a difficult task, since you cannot define a
similarity function that compare text values. There are two main approaches to compare labeled
attributes depending whether there is a given order between the dtribute values or not. If the
possble text values have an order (e.g., small, normal and kg), you can assgn a numericd
value to ead label and compare the text values with a numerical function (e.g., small=0,
normal=5 and kg=10, and the similarity function=1-(x-y/10)). Otherwise, when there is not an
ordered relation between the posgble text values, you must define asimilarity table explicitly.
The rows and columns of the table represent the dtribute labels and the cdls represent the
similarity value between the two labels. The example shown in Figure 19 is a simil arity table of
the dtribute work environment of a computer. The possble text values are house, industrial and
spatial and the table gives the similarities between these possble labels. The restaurant
recommender system Entree [Burke, 200q uses such similarity tables. The main drawbad of
this approac is that it involves additional knowledge engineering: for n possble dtribute
values, a n2 adjacancy table must be generated. This is particularly a problem in domains that
the dtributes have alarge number of possble labels.

- _casel
case 2 HOME INDUSTRIAL SPATIAL
HOME 1 04 0
INDUSTRIAL (] 1 0.2
SPATIAL 06 A i

Figure 19. Example of similarity table between two labeled attributes

3.2.4.2. ltem Selection

Oncethe simil ariti es between the new case and the caes in the cae base ae cdculated, a set of
best matches is chosen. There are two diff erent methods to seled the most simil ar cases:

» Sdleding al the caes with a similarity over a threshold. The main drawbadk of this
approach is defining the threshold. With a high seledion threshold we just seled the most
similar cases, but there is the possbility to seled only a few cases or none. With a low
seledion threshold we seled many cases, maybe too many cases and cases with a very low
similarity. Thus, tuning the threshold is a difficult task.

* Seleding the most similar n cases. The main drawbadk of this approad is defining the
number n of cases to seled. With a few cases you could ignore relevant cases and with a
large number of cases you could seled cases with avery low simil arity.

However, the two approaches have agood performance and are used adually. In our approad,
we want to ded with a hybrid of both approaches. We want to seled the n best cases provided
that they excead a minimum seledion threshold.

3.2.5. The Reuse Phase

The reuse phase @nsistsin adapting the old solutions of the retrieved cases to the new problem
based on the diff erences among them. Oncethe system has retrieved a set of previousitems (the
most similar ones), the system knows the interest of the user about similar items though the
interest attributes of the cae. Asauming that the interest of the user about a new item is smilar
to the interest of the user about simil ar items, in the reuse phase, the system cdculates a interest
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confidence value of the new item. This value is used to dedde whether recommending the new

item to the user.
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Figure 20. Reuse Phase

The interest confidence value is a composite of the item interest value of the similar items
seleded in the retrieve phase (seeFigure 20). So, we cdculate it in atwo step process First, the
item interest value of ead case is computed based on its interests attributes (see Equation 5).
Given the following case representation:

Solution / Interest Attributes
Case/ Problem / Item L — .
Item Attributes - . Drift
Explicit Implicit Attribute
e e e i i i
p p11p21"'lpn p11p21"'1pne pi,plz;---’plni dap
e e . o .
d GGyl %GO GO0y,

where p and g are items, py, pz,..., pn and @, 0p,..., g ae the item attributes, p°y, p°%

e

..... p'reand g7,
O%e are explicit attributes, p'y, p'2,.. priand d'1, g2, g are implicit attributes and da, and
da, are drift attributes; the item interest value of theitem p is caculated as follows:

V, =da,* g(f*(p,.... pr)s F'(Prseens P))
Equation 5. Item Interest Value Function

where g is the function that combines the explicit and implicit attributes, f © is the function that
combines the explicit attributes and f ' is the function that combines the implicit attributes.

The eplicit attributes are the most relevant, since the user stated its opinion. Therefore, g is
mostly based on the explicit attributes. The implicit information is also used, but with a lower

69



contribution. The role of the drift attribute da, is also very important to compute the item
interest value, sinceit represents the present conditi on of the items.

Seoond, the interest confidencevaue | of anew item r isaweighted ponderation function of the
item interest value of ead similar item:

Equation 6. Interest Confidence VValue Function

where x is the number of similar items, F is the function that combines the different similar
items, S isthe simil arity between theitem r and theitem i and V; is the item interest value of the
item . In thisway, the most simil ar items are the most relevant in the final result.

Finally, if the interest confidence value of the new item is greder than a certain value (a
confidence threshold), the item is recommended to the user. Otherwise, the system ignores it,
the CBR cycle finalizes and, therefore, there is no recommendation to the user. The item has no
interest enough to the user and the ayent should not disturb him/her with it.

3.2.6. The Revise Phase

The revise phase consists on evaluating the cae solution generated by the reuse phase and
leaning about it. If the result is successul, then the system learns from the success (case
retainment), otherwise it is necessary to repair the cae solution using domain-spedfic
knowledge. The revise phase is usualy a step outside the CBR system, since it involves the
application of the suggested solution to the real problem and, typicdly, the esauation of an
expert with knowledge aout the domain.

When we apply CBR to persondli zaion, in the revise phase, as from the relevance feedbad of
the user, the system is able to evaluate the interest of the user about the recommended item. The
ideaistrading the user interadion filli ng the interest attributes of the item (case).

As down in Figure 16, the interest attributes are distributed in two main groups:. the impli cit
attributes and the explicit attributes. Obviously, the implicit attributes come up from the impli cit
feadbadk of the user, and the explicit attributes come up from the explicit feadbad. The ideais
to know the interest of the user based on a hybrid relevance feedbadk system. The user is
explicitly inquired about the new item, but taking into account that users are very reluctant to
give eplicit feedbadk [Carroll and Rosson, 1987, the system tracks the user interadion with
the system and try to conclude alditional information.

In CBR systems the solution is successul or wrong. When the solution is successul, the system
retains the cae inserting it to the cae base. But when the solution fail s, the system is interested
in retaining the reason df the fail ure and the good solution, thus, there is an investigation task to
find out additional information about the cae. In the personalization field, the interest of the
user can be dso positive or negative, but contrarily to this stuation, the system is interested in
retaining both the positive ad the negative feedbadk. It is equally important to ke positive
information about the interests of the user than negative information, sinceit is useful to know
what the user does “love” and what the user does “hate”. Thus, in this approac, there is not an
investigation task to know why the user is not interested in the new item, we just retain that the
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item is not interesting for the user. Therefore, avoiding the investigation task, typicdly
acompli shed by a human expert, we achieve a completely automatic system.

3.2.7. The Retain Phase

In general CBR systems, the retain phese is the processof incorporating what is useful to retain
from the new problem solving episode into the existing knowledge. It involves sleding which
information from the cae to retain, in what form to retain it, how to index the cae for later
retrieval from similar problems, and how to integrate the new case in the memory structure.

When we apply CBR to personalization, the task of the retain phase is aimost the same. The
new item isinserted to the case base with the interest attributes added in the revise phase. If the
user did not give neither explicit feedbadk nor implicit feedbadk, and, therefore, the item has no
interest attributes, the cae is not introduced in the cae base. Otherwise, items with positive
interest and items with negative interest are retained.

Moreover, when the user gives explicit or implicit feedbad about an existing item of the cae
base, the cae is updated. For example, if the user consults the web page of an item, the interest
attribute representing the number of visits to the web page and the dtribute representing the
time spent watching the web page aeincreased.

In order to control the cae base dimensionality, it is aso important to know whether the user
never gives new fealbadk about itemsin the cae base. In such casg, it is hecessary forget these
interests with time. This problem is slved with the drift attribute explained sedion 3.2.3.2.

3.2.8. Related Work

A few groups of reseachers investigate the gplicaion of CBR concepts and techniques to
personalizaion. Cunningham et a. apply retrieval and adaptation techniques from CBR to the
intelli gent product recommendation agents, in particular to their WebSell system [Cunningham,
2000]. Like in our approad, the core of such applications is a product database that describes
the spedfic feaures of ead avail able product. When applying CBR, WebSell treds the product
database @ a cae base, i.e., eat product record in the database is interpreted as a cae. During
the cae retrieval phase, product cases are dso retrieved based on the similarity between the
product fedures and the requirements €eli cited by the user. The similarity encodes the knowledge
to asess whether a product is slitable for the astomer’s requirements. The idea of such
approach are more or less the same ideas that we want to apply. However, the Cunrningham
groupis not concerned about the change of the user interests over time.

All “FindMe” systems [Burke d al., 1997 implement a similar CBR. They contain a database,
they retrieve from it items that med certain constraints, and they rank the retrieved results by
some criteria. For instance, the restaurant recommender Entree [Burke, 2000 makes its
recommendations by finding restaurants in a new city similar to restaurants the user knows and
likes. The system allows users to navigate by stating their preferences with resped to a given
restaurant, thereby refining their search criteria.

The drift attribute is a new ideathat we introduce to the CBR applied to the persondizaion,
thus, there is no work in this concept. But, this ideais based on the gradual forgetting function
that some reseachers apply to ather CBR systems. As see in sedion 2.8.7, this concept was
introduced by [Webb and Kuzmycz, 1996 and later applied in systems such as Sitel F [Stefani
and Strappavara, 1998 or LaboUr [Schwab et al., 2001]].
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3.2.9. Conclusions

In this ®dion we have presented a new approach to personalization based on CBR. The first
contribution of this approad is the cae representation. Each case of the cae base consistsin a
first set of attributes describing the item (as a problem definition) and a second set of attributes
describing the interest of the user (as a problem solution). Supposing that the user has a similar
opinion about simil ar items, we can use the interest attributes of the old casesto guesswhether a
new item is interesting for the user.

Another contribution of this approad is the drift attribute. The drift attribute represents the age
of the cae in the cae base and lets to the personal agent distinguish between current and old
interests. Consequently, the newest cases will give more nfidence to the recommendations
than the oldest ones. To control the velocity of adaptation to the new interests, we can tune the
deaeasing function, the rewarding function and/or the drift threshold. The most important
advantage of applying the drift attribute is that the dimensionality problem is lved. Drift cases
are deleted and the number of cases in the cae base becomes gable whil e the performance of
the system is maintained.

The main drawbadk of CBR applied to personalizaion is that the agent will tend to over-
spedalize, not finding new items outside the cae base, since it is a content-based filtering
methodology (see sedion 2.3.2). However, this drawbad is lved with the integration of the
personali zed agent in its environment and wsing the notion of trust in the oll aborative world.

3.3. Trust in the Collaborative World

In the red world, people @k to their friends for interesting items. For example, a common
situation is when somebody wantsto try anew restaurant and ask for advice to afriend. Another
common situation is when you discover a new restaurant and you want to know the opinion of
your friends about it or when somebody tell you something about a new restaurant, you want to
verify thisinformation with your friends. If they know it, they can give you their opinion, and if
they do not know it, as from the feaures of the restaurant (e.g., cuisineg, price,...) they can guess
an opinion. But people do not ask for advice to any person. People only ask for advice to friends
with simil ar tastes and interests, friends that we can trust in. And, how do people know whether
other people have similar tastes and interests? Typicdly, through interadion. If you want to
know the tastes and interests of another person, you ask him for his opinion. For example, in the
restaurants domain, you ask him for his opinion about restaurants that you love or about
restaurants that you hate. If he has a similar opinion, you consider him a person with similar
preferences.

Trust in the allaborative world is a new approach based on the ayent’s theory. Such approach
let usto apply all these concepts from the real world to the personal agents. Mainly, we provide
persona agents with a technology to evaluate whether they can rely in the other agents to
recommend to the user. Thus, apersona agent can look for simil ar agents that advice him.

The over-speddizaion problem of the CBR approach is lved. Taking advantage of the
coll aborative world, similar agents advice the recommendation of new items. Typicdly, many
of theseitems are not simil ar to the items contained in the profile. Such situation istypicd in the
red world: similar friends recommend you items that you never have seen before.

The gproacd of trust in the allaborative world approacd is presented as foll ows. Sedion 1.2.1

shows how personal agents take alvantage of the coll aborative world. Sedion 1.2.2 introduces
the @ncept of trust and its implementation. With the caability of trust, a new information
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filtering method comes up. It is explained in sedion 1.2.3. Finally, sedion 1.2.4 concludes the
approad.

3.3.1. The Collaborative World

All the personal agents ading on the system compose the coll aborative world. Each personal
agent represents a user and its goal is to recommend to the user interesting items. The ayent can
just recommend items based on the previous evaluated items trying to find out similarities on
the content. But, he can also take advantage of the other agents. The main ideaof this approach
consists in thinking about the other agents as personal entities in which you can rely on or not.
We suppose that personal agents with similar opinions about the same products are initially
similar. But, taking into acount that two agents are never equal, it is quite possble that they
give bad recommendations. Thus, if agents kegp a trust value aout other agents, they can
modify it with time depending on their recommendations and, then, ignore its opinion.
Therefore, with this approad, an agent cannot rely in another similar one.

Current collaborative filtering systems just recommend rew items based on the similarity
between profiles. This means that agents with similar profiles exchange recommendations.
However, when a similar agent gives unsuccessul advice, thereis noway to ignoreit. Over and
over again this agent causes a descent in the other agent performance. Applying the trust in the
coll aborative world approad, this problem is lved. When a similar agent gives frustrated
recommendations, the other agent can deaease thetrust in this agent and ignore its advicein the
future.

3.3.2. The Trust

Taking into account the ladk of atruism in a distributed artificial intelli gence systems, Marsh
proposes the mncept of trust to make our agents lessvulnerable to athers [Marsh, 1994. Trust
is fundamental for any kind d adion in an urcertain world; in particular it is crucia for any
form of collaboration with other autonomous agents. There is no a definition for trust, but
Gambetta provides a basic definition in his book that has been accepted by the grea majority of
the authors [ Gambetta, 199Q:

“T rust is the subjedive probability by which and individud A, expeds that ancther individual
B, performs a given action on which its welfare depends’

Castelfranchi and Falcone agree with this definition and emphasize that trust is basicdly an
estimation, an opinion, an evaluation, i.e. a belief [Castelfranchi and Falcone, 1999. Elofson
gives ancther definition closer to our approach [Elofson, 199§. He daims that observations are
important for trust, and he defines trust as:

“Trust is the outcome of observations leading to the belief that the actions of another may be
relied upon, without explicit guaranteg to achievea goal in arisky situation”

Elofson notes that trust can be developed over time as the outcome of a series of confirming
observations (also cdl ed the dynamics of trust). From his experimental work, Elofson concludes
that information regarding the reasoning process of an agent, more than the ad¢ua conclusions
of that agent affed the trust in the conclusions of that agent.

Each event that can influence the degree of trust is interpreted by the agent to be dther a

negative or a positive experience. If the event is interpreted to be anegative experience the
agent will 1 oose his trust to some degree and if it is interpreted to be positive, the agent gain
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trust to some degree The degree to which the trust is changed depends on the trust model used
by the agent. This implies that the trusting agent performs a form of continual verificaion and
validation of the subjed of trust over time.

In our approadh, trust represents the level of reliabili ty in the other personal agent, thus, reliable
agents are agents that represent similar users, and urreliable gents are agents that represent
users with dfferent interest. Moreover, the concept of trust can help us to ensure that our
personal agent is more robust with resped to interadions with other agents. The agents only ask
for adviceto aher agents with a trust value éove a threshold. Defining the trust threshold is a
difficult task. An agent with a high threshold maybe has no reliable agents and, with a low
threshold, the agent will rely in not very similar agents. Defining the trust threshold is an
empiricd task and should be matter of study.

Each personal agent hasits own personal contad list the agent keegps athe id of the other agents,
how to contad them and the trust value. One of the key isaues for the design of the personalized
agent is how trust is represented within the agent, and how the dfed of experiences updates it.
Representations can be qualitative, using spedfic qualitative labels [Jonker and Treur, 1999, or
guantitative, using numbers as representation. In our approad, we represent the trust as a
confidencevalue, ranged from 0 to 1.

3.3.3. The Opinion-based Information Filtering Method

A new information filtering method comes up with trust in the ollaborative world of
autonomous agents. Taking advantage of the communicaion among them, a personal agent can
ask for the opinion of a given item to the other agents. It differs from the typicd coll aborative
filtering approach in the way that the agent does not ask for a recommendation, the agent ask for
an opinion. The opinion is the interest that the other agent thinks that his user has about the
given item. Instead of using this opinion diredly as a recommendation, the agent includes it in
the own reasoning and with other agents opinions in order to dedde whether recommending a
given item. We cdl this new filtering method the opinion-based infor mation filt ering method

My "best frisnds" I'm not sure if
and me think. these products
these products are | |could like to my Hey guys |
interesting ! user W'hat do you
think about
these products?

Contact
List

Figure 21 Information Filtering based on Opinion
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With this new information filtering method several questions come up to our minds. Firstly,
when the personal agent asks for the opinion? About which items?

When the agent is not sure @out a recommendation or he just discovers a new item, he aks for
the opinion to the reliable agents and wses their confidence values to conclude whether the item
isinteresting for the user (seeFigure 21).

Who are the interrogated agents?

Taking into account the main fedure of the trust in the allaborative world approad, this
question has an easy answer. Agents just ask for the opinion to the reliable friends, that is, the
agents in the mntaa list with a higher trust value. Once the persona agent has the opinion of
the other agents, a mnsensus has to be atieved. Several consensus measures like [de la Rosa,
1994] will be analyzed to accompli sh this task.

How do agents create and maintain atrust value of the other agents?

Agents are compared proadively through the interadion (“playing agents’ [Steds and Vogt,
1997]). For instance, asking for the opinion about items that are drealy known by the user. The
agent asks for the opinion about the items that the user “loves’ (a high confidence of interest) or
“hates’ (a @nfidence of interest near to zero) to the enquired agent. The agent gathers the
opinions and infers a trust value. This last step is a difficult task. Aggregation techniques like
[Torra, 2007 will be analyzed for this purpose.

My user love these
products and hate
these other ones.

Similar agents will
think like me and
different agents Hey guys |
What do you
think about
these products?

Contact

Figure 22. “Playing Agents’

Applying an agent-based approach with the trust in the wllaborative world to personalizaion,
the typicd information filtering methods (content-based and coll aborative filtering) can be dso
applied. The montent-based filtering method has the same performance with this approac, but
the ollaborative filtering method is improved, since persona agents just believes in the
recommendations of the ayents with a high trusting value. Finally, we get a hybrid approach
among opinion-based, content-based and coll aborative filtering.
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3.3.4. Related Work

Trust in the llaborative world have been applied to aher fields like multi-agent systems
[Zadharia, 1999, [Schillo et al., 2000, [Yu and Singh, 2000] and [Wu and Sun, 2001] with
redly good results. Some new investigations are gplying trust on market places [Sabater and
Sierra, 2000 and other problem solving MAS organizations [Ontafion and Plazg 2001]. But the
approach presented here goplied to personalized agents is new. We want to exhibit that applying
these concepts the performance of the personali zed agent isimproved by proadivity.

3.3.5. Conclusions

Trust in the ollaborative world is a new approach that seens to be asuitable for personalized
agents. Like in the red world, agents rely in some agents and mistrust in other onesto achieve a
purpose. If we provide personal agents with a technology to evaluate and trust in the other
agents, personal agents can exploit the coll aborative world with a better performance.

When we apply trust in the allaborative world to personal agents, a new information filtering
method comes up. A persona agent can ask for the opinion of a given item to his reliable
friends, and achieve aconsensus to recommend to the user. The opinion-based filt ering method
can be mnsidered as an evolution of the llaborative filtering methods due to the aent’s
world. But, if we consider that the hybrid approaches between content-based and coll aborative
filtering exhibit better results (seesedion 2.3.4), we can seethis approach as an evolution of the
information filtering methods in general (see Figure 23).

Agent-Based Approach
(Trust in the Collaborative World)

]

s |

Hybrid Approaches
{Content-Based / Collaborative)

& A

Content-Based Approaches Collaborative Approaches
4 £
Meta-Searchers Demographic Approaches
4 A
Manual Searchers “Word of Mouth”

ivia e-mail, e-lists, .}

Figure 23. Information Filtering Evolution based on the Personali zation
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3.4. Conclusions

A new approach to personalized agents has been proposed based on CBR and trust in multi-
agent systems. On one hand, CBR alows the utili zation of knowledge of previously evaluated
items for the user to guessthe interest of the user about new items. The CBR nature provides
user accetance and essy maintenanceto the system. The user profile is a case base. Each case
is represented with a set of quditative dtributes describing the item and with a set of interest
attributes describing the opinion of the user about them. In our approach, the agent asks for
explicit opinions about the items and tradks the user navigation through the system in order to
cgpture implicit opinion. Both, explicit and impli cit feedbadk, constitute the interest attributes of
the cae. Theinitial case base is generated as from atraining set of items that the user evaluates
the first time he logs into the system. The profile neals an adaptation to the dhanging interests
of the user. Our personal agent includes a drift attribute in the cases representing the age of the
interest and that is used to control the cae base dimensionality, one of the main drawbadks of
other CBR systems.

On the other hand, trust in multi-agent systemsis a technology that all ows agents thinking about
the others as persona entities in which you can rely on o not. The proposa of trust in the
coll aborative world makes personal agents more robust in front of the other agents. Trust in the
coll aborative world is proposed as the basis for a new information filt ering method: the opinion-
based filtering. The information filtering method based on the opinion is combined in a hybrid
system with a content-based and coll aborative filtering methods. Therefore, the sources of the
recommendations to the user are:

»  Content-based recommendations through the CBR approach with a very high confidence

* Opinion-based recommendations through the CBR approach with not a very high
confidencebut highly recommended from your reliable friends.

» Coll aborative recommendations through your reliable friends with a very high confidence

To implement trust, the personal agent is integrated in a community of agents where a server
agent provides information about items and contad information about other agents representing
users. Each agent of the community is:

» Autonomous: the agent does not nead the dired intervention of the user to operate and it
controls its adions and internal state.

* Readive: the agent percepts the environment and reads when it changes. For example,
when new agents are incorporated to the system the agent starts a conversation with them to
know something about their interests, or when the server offers new items the agent
analyzes them to know whether they are interesting for the user.

* Pro-adive: the agent proactively interads with other personal agents looking for similar
users and it also interads with the server agent looking for new interesting items.

» Hassocia abiliti es: the agent is capable to interad with other agents (other personal agents
or the server agent) and the user.

The proposed approad is constrained to the domain where the user neals the items with a
relative high frequency. For instance buying products in the supermarket, renting videos or
seleding restaurants, where frequent recommendations of these items are useful for the user. A
more difficult challenge is presented for an item that the user neals lessfrequently and one & a
time. For example, an automobil e, a home loan or any other infrequently purchased item, where
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the system will not be ale to use market-basket or purchase history to make recommendations.
Moreover, we seethis approach as applicable to any domain with a large set of items, since a
recommendation system is more useful when the domain is aufficiently complex and uwsers
would probably be unable to fully articulate their retrieval criteriaa. We here dedded to
implement our personalizaion approach to the restaurants domain, which fulfills sich
requirements.

It is adualy hard to determine how well a personalized system works, sinceit involves purely
subjedive asesanents. This contributes to the reluctance of the user to accept persondized
systems. There is no technique that is the best, since there is no an objedive comparative of the
37 andyzed systems in the state of the at. Each system evaluates different techniques in its
framework and shows important results. However, it is impossble to generali ze these results to
al the frameworks. Most of the systems are analyzed with the logs technique (see sedion
2.11.1.3), since only important systems like Amazon or CDNow can show red and kelievable
results due to its benefits.

To evaluate our system, we ayreewith the option introduced in NewT [Sheth and Maes, 1993
and later implement in other systems like CASMIR [Berney and Ferneley, 1999 and [Holte and
Yan, 1994 in the use of a user simulator. A user simulator let us investigating with large
colledions of simulated users whose design was tailored to explore the desired issues. The main
advantage of this approac is that the system enables to carry out large-scde experiments with
guaranties of control, quicknessand repeaabili ty. The user simulator is redly useful taking into
acount that to implement the CBR approach many parameters have to be tuned (i.e., simil arity
functions, drift attribute parameters,...).

In further work, the ideais transforming the personal agent to a personal ecosystem of agents
where eab agent just kegos information about one topic (see sedion 6.2). Thus, the e@system
of agents will be cmposed by a large set of the agents, eat one spedalized on atopic, which
interad among them and interad also with the agents of other users.
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4. PRELIMINARY WORK

We have developed a preliminary work to exhibit the viability of Case-Based Reasoning (CBR)
applied to recommendation systems. In particular, we implemented a restaurants recommender
system on the Internet cdl ed Genial Chef*.

4.1. GenialChef

GenialChef isapreliminary work carried out in the e-commerce domain to help travelersto find
their favorite restaurants. The main goa of Genia Chef is provide users with atod to easily find
restaurants that satisfy their requirements and tastes.

genial(’ ﬁ(’d .com )i @
Eemmmunnm | Age

EEEEEEENR e inspired

Idioma | Catald |Espafiol | English |

Usuari |

Password | m lrﬁ)ﬂdaa
N i Ger
st Emnr| Busear caracteristigues de restaurants o
Importancia ] ntrantes
Croguetas de
Ciutat Barcelona 'l Baia © Mormal © pra W Amozala
. . _ Mozzarella.
Tipus de cuina | Totes 'I Baia (' Mommal © pta u EFE Cansuma Ma
Perqué registrar-se Preu aprozimat =] Baixa O Hormal € ata € B 15 May 2001 14:31
WAP Ambient - paixa { Momal ¢ A O a .
-_— . m  Aboutrioja.com
Opina sobre un restaurant Opinid general =l Baira © Mormal © sta © x Cumple dos afios
P en la promocidn
Comentaris Serveis addicionals: B Vinos de la Red.

Tecnologia

Qui som

[y EFE Consumo Ma

) 15 May 2001 14:31
hY)
'L F!m-.a-j-:-r-.:. El cava se held en
el Palafox.
EFE Consumo Ma
15 May 2001 14:31

imente| Titulares
GRATIS en tu weh

El Racid de'n Freixa C/Snt Elies, 22-26

(

El Tragaluz Fje. Concepcidn, 5 (BCM
(
{

Ca I'lsidre Cf Les Flors, 12
Casa Calvet Casp, 48

Figure 24. GenialChef Main Page

The gred diff erence between GenialChef and other information gateways is the adaptabili ty of
the information showed in web pages. GenialChef personalizes the content based on user
profiles and CBR technology.

! Soonavail able at http://www.genialchef.com
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To adieve personalizaion through CBR, the restaurants and wser profiles representation is a
key task. Restaurants information is gored in a cae base structured in representative atributes
as cuisine, approximated price and address User profiles are represented with persona case
bases containing information about previously evaluated restaurants (see Figure 26) and past
gueries (seeFigure 25).

Based on this represented information, GenialChef personadize the mntent of web pages
through several functionaliti es:

*  When the user logs into the system through the main page of GenialChef (see Figure 14),
the system recommend interesting restaurants to the user based on hig’her profile.

*  When the user uses the seacher to look for interesting restaurants (see Figure 25), CBR is
used to seled the most similar restaurants based on similarity functions. Then, results are
filtered as from the user profile.

*  When the user uses the seacher to look for interesting restaurants, the seacher form is
automaticaly fill ed based on past queriesto accel erate the user search.

But GenialChef works also without a user registration. In this case, GenialChef is a typicd
gateway where users look for restaurants information. The only speda fedure is that the
seacher uses CBR technology.

genial(':ﬁi’..-'ﬁ.com
EEEERLER
EEEEEEEN

cerca Basica GUENELE] u_?‘\e'.;s{m.:'i anls Woticies
| |
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Perqué registrar-se Preu aproximat|De 5000 & 7500 ptes ~|pana © Nomal @ aa © B 15 May 2001 14:31
WAP Ambient lm Baia ( Normal T aa ¥ u ..

- L @ Aboutrioja.com
Opina sobre un restaurant Opinid general IEXCEIEM j" Baiva { Mormal & ara O Cumple dos afios
Comentaris . . u en la promocidn

Serveis addicionals: B Vinos de la Red.
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15 May 2001 14:31
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15 May 2001 14:31

]ENTE Titulares
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El racd de'n Freiza C/Snt Elies, 22-26 (BCM)
CGanduxer, 10-12 (BCNy =]

EE

Via Veneto

Figure 25. GenialChef Search
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Figure 26. Genial Chef Opinion Capture

For more information, GenialChef design and implementation is detailed in [Montaner et al.,

2001].

4.2. Conclusions

The main feaures of Genial Chef that we want to emphasize ae:

*  Anonymous and registered access

» Users are treaed individually: web pages are adapted with persona content based on the

user profile.

» Taking advantage of CBR, restaurants are stored in a cae base and the searcher queries it

based on similarity functions.
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* The user profiles are composed by previously evaluated restaurants and past queries.
GenialChef cagptures the user personal opinions about visited restaurants and the user
gueriesto find out what the user isinterested in.

» Asfromthe past queries gored in the user profil e, the searcher form is automaticdly fill ed.

 Reommendations about interesting restaurants are proadively showed to the user
acording to the user tastes.

e System accesshility: users can accessto GenialChef via web or via wireless devices like
cdlular phones or PDAS.

Therefore, when users visit another city and looks for a restaurant, they could access to
Genial Chef through the cdlular phone and search arestaurant aacording to their interests.

GenialChef isjust astart point to achieve the personali zed system proposed in this document.
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5. PLANNING

From the presentation of the thesis proposal (October 2001) urtil the presentation of the thesis
(October 2003 we plan to exeaute 5 phases in this order: the agent platform, the CBR and trust
approaches, the user simulator, experiments and results, and the thesis writing. In the following
sedions we briefly present the tasks that we need to carry out in ead phese.

5.1. 1°' Phase: The Platform

The first phase @nsists in developing the infrastructure of the system. Above al things, the
technicd isaues have to be dedded. The ideais programming the system with free software: a
freedatabase for the server agent like PostgreSQL? and a multi-platform programming language
like Java®, espedally due to the distributed architecture of the system.

Here we have to dedde whether we implement a new platform or we implement a MAS as from
a free development tool. For the second option, tools like JADE* (Java Agent Development
Framework), JAFMAS® (Java-based Agent Framework for Multiagent Systems) or Zeus® could
be agood solution. If we implement a new system, the processcan be divided in threeparts: the
server agent, the personal agent and the communications protocol. The item database, methods
to query it and a set of methods to interad with personal agents compose the server agent. The
personal agent is composed by the user interface ad methods to interad with the server agent
and other personal agents. Finally, a protocol to communicate personal agents with the server
agent and with other persona agents has to be implemented. Of course, we will develop the
system in compliancewith the FIPA spedfications’.

Thefirst phase will be caried out during 4 months, that is, from October 2001 util April 2002

5.2. 2"% Phase: The CBR and Trust Approaches

Once we have the infrastructure of the system, where agents have an entity, we are going to
implement the main part of the system: the CBR and the trust is the llaborative world
approaches extensively exposed in this document.

Thefirst step to develop the CBR approacd is generating the case base. Taking into account that
we want to construct a restaurants recommender, the best attributes to describe them have to be
seleded. Moreover, we have to define the dgorithm and parameters to control the drift attribute.
Then, we have to develop a module to acaomplish the CBR cycle explained in sedion 3.2. The
module onsistsin four parts: the retrieve engine, the reuse dgorithm, the revise system and the
retain step.

2 http://www.ca postgresql .org/

3 http://java.sun.com/

* http://sharon.cselt.it/projects/jade/

® http://www.eces.uc.edu/~abaker/ JAFMAY
® http://www.labs.bt.com/projeds/agents.htm

" http://www.fipa.org/specifications/index.html
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The implementation of the trust in the llaborative world starts providing the server agent with
the agents li st, and the personal agents with the mntad list. Then, several agorithms gould be
developed to the new information filtering method: the seledion o interrogated agents, the
consensus among the opinions of the other agents, the proadive credion and maintenance of the
contad list through aggregation methods among others.

We plan to carry out the CBR and the trust approachesin parallel during 8 months, that is, from
April 2002 util October 2002.

5.3. 3" Phase: The User Simulator

Oncethe system has been implemented, we neel to test it and obtain results. Testing the system
in ared environment is aredly slow task. The ideais to implement a program that simulates
large heterogeneous populations of users with different behaviors. The first part of the phase is
to study the user simulators implemented in the state of the at (i.e., [Sheth and Maes, 1993,
[Holte and Yan, 1999 and [Berney and Ferneley, 1999). Then, based on the state of the at, a
new simulator that satisfies our regquirements have to be devel oped.

Planning the time to implement the user simulator is a difficult task, sinceit is the least defined
phase. However, we exped to accomplish it in 4 months, that is, from October 2002 util
February 2003

5.4. 4" Phase: Experiments and Results

The experiments and its results on the new system are the most important part of the thesis.
Using the user simulator, we should cary out large-scae experiments quickly. The results will
allow us to tune the parameters of the system to improve the performance. Repeding the same
experiments we can compare different tunings, different algorithms and even dff erent personal
agents. Therefore, we can conclude how many the performance of the system is increased with
the new approach presented in this document.

We plan to carry out the experiments and analyze the results during 4 months, that is, from
February 2003until June 2003.

5.5. 5" Phase: Thesis Writing

This part encompasses the aedion of the thesis document, the revision and the preparation of
the thesis presentation. It is important to report the diff erent phases during its implementation in
order to facilit ate the thesis writing. In this sense, we will consider the publication of results on
Al congresses and journals gedalized on the topic of the thesis. Interesting congresses could be
Autonomous Agents and Multi-Agent Systems (AAMAS), Autonomous Agents, and
International Joint Conference on Artificial Intelligence (1JCAI). Interesting journas could be
Al Magazne, Autonomous Agents and Multi-Agent Systems, and Journal of Artificia
Intelligence Reseach (JAIR). Thus, the aedion of the final document will be only a report
gathering.

The last phase needs 4 months, that is, from June 2003 urtil the thesis presentation.
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6. EXPECTED RESULTSAND FURTHER WORK

In this ®dion, we briefly explain the results that we exped of this thesis and, to finish this
proposal, we introducethe further work of thisthesis.

6.1. Expected Results

The development of the work presented in this proposal will result on new contributions to the
agents technology, but also to the macdhine learning community.

Regarding agents, we will stressthe properties of:

Privacy: the private user’s datais encgpsulated and proteded by the agent.

Pee to peq: itsis a dea one to one concept, closer to having a human personal assstant
that knows the user’ s tastes.

Scdabili ty: the more subjeds and the more people, the more agents.
Trust: to make our agents lessvulnerable to others.

Spedalization and dversity: every agent knows about a spedfic subjed and person, thus
there ae many points of view about the same potential recommendations.

Regarding machine leaning community, the proposed CBR technology is a new advance
towards the cntrol of the dimensionality problem. Other important advances to recommender
systems becaise the new CBR approach are:

Maintainability: CBR systems do incremental learning, since the knowledge is easily
increased just adding new casesin the cae base.

User accetance: thisis a key isaue deploying Al technology: no system is useful unlessits
users accept its results. Users accept reasoning that seems natural to them.

Temporal adaptation: drift interests are forgatten.

Finally, the gplicadion of the personalized agents to the restaurants domain will provide new
improvements in the e-commerce field:

Improves the exploitation of the one to one recommendation.
Improves the merchandising.

Improves the marketing reliabili ty: improved market segmentation.
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6.2. Further Work

Thisthesisis part of abroader projea of personali zaion. We want to implement a personali zed
system where personal agents are experts in many topics. In this proposal, persona agents only
hand e one topic (i.e., restaurants). To achieve a multi-topic personal agent we want to crede an
emsystem of agents, where each agent just handles one topic. Thus, instead of a personal agent
wewill have apersonal ecosystem of agents.

Personal
Ecosystem
of Agents
Topic Y

Personal
Agent

) Interaction
Topic 2 among topic
Persaonal

Agent

Restaurants
Personal

Agent

Interaction with Interaction with
restaurants server restaurants personal
agents agents of other users

Figure 28. Further Work: a Personal Ecosystem of Agents

The ewmsystem is composed by a large set of the personal agents introduced in this document,
agents that only handle one topic. The topic personal agents, apart from interad with other
personal agents of the same topic and with the server agent, interad with persona agents of the
same user but of a different topic. Information about items of a topic could hardly constrain the
user behavior in front of items of other topics. The llaboration of agents with different but
closer topics can result in a more complete knowledge of the user interests. For example, a
supermarket personal agent should inform to the restaurants personal agent about the
preferences of the user in meal. If the user use to buy seafood in the supermarket, the restaurants
personal agent could recmmend sedood restaurants.

The main advantage of the personal ecosystem of agents is the open architedure. Personal
agents with new topics can be eaily added to the e@system.

The integration of all the topic personal agents and how to take advantage of their internal
interadion are key isaues of the further work.
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