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Abstract

Recantly, in the Artificial Intelligence community, there has been a grea ded of work on how
Artificial Intelligence can help users to handle the large amount of information on the Internet.
Notions of personalized search engines, intelli gent software agents, and recommender systems
have gained large aceptance anong users for the task of asdsting them in searching, sorting,
classfying, filtering and sharing the vast amount of information. This paper presents a
taxonomy of intelli gent personalized agents on the Internet based on the arrent state of the art.
37 dfferent systems and their references are degoly analyzed to extrad a set of 10 common
fedures. These feaures are explained in general and the techniques used in the state of the at to
implement them are briefly introduced.

Keywords

Artificial Intelligence, Intelligent Agents, Persondlization, Information Filtering, User
Modelli ng, Profile Learning, Recommendation Systems

Acknowledgements

The author wishes to express sncere gpredation to the people & Intelligent Software Agents
Group in the Robotics Institute of the Carnegie Mellon University, where this technicd report
was mostly developed duing a reseach stage. Speda gratitude for Professor Katia Sycara,
responsible of the group, who accepted me & reseach visitor.



Miquel Montaner A Taxonomy of Personalized Agents on the Internet

Contents
O I AV I O 15 1 L I 1 6.
P B o | 17N (O ]\ [ ] I 220 7
2.1.PROFILE GENERATION AND IMAINTENANCE ... cuuittiiitiiteit it iema st esaae et s st e sasss s smamtasssnseansstaenes 7
A e I =l T q= T I N T N 9
ARG T O 1 T = = SN R 10
2. 4. THETEN CLASSIFICATION FEATURES ... ittt ceemtt et e e et e st ssree s s sa s e e e s s bneeans 10
3. INFORMATION FILTERING METHOD ...ootoeiee ettt e veeme e e n e e 10
3. 1. DEMOGRAPHIC FILTERING .....uuiiieiiiiii et e et e et e et e e e e st e e s mmmta e s s ea e st eesaa e e ean s snamseanesenss 12
3.2. CONTENT-BASED FILTERING......cuuiiiuuiiitiieiit e eimmt e st e e et e e et e s ea e seemeeaa e s et e sebaeesan s sbmnseeanss 13
3.3. COLLABORATIVE FILTERING ... ccuuuiiiuteitiieeit e eimmeae e st eeeaa e e saa e s et s smemssan s saassebasesan s ssnmnereanss 14
G T =1 = o 16
4., USER PROFILE REPRESENTATION ...ttt ettt e et ssemmea e saa e e eanaeees 17
g I (ST ] = TR 18
4. 2. VECTOR SPACE IMODEL......ituiiiuiiiniiiiii et ceree e et ea e et et e et st mee st e ean s et s ebseasss s smmnnseansabasrnnss 18
4.2.1. Binary / Boolean Vector Space MOEl .........ccouveviineiineneicseseese e 18
4.2.2. Weighted Vector SPace MOAE! .........ccociiiieiiiinececesee s 18
4.2.3. Probabilistic Vector SPace MOEL..........cccuveiiireieieniee et 19
4 3. WEIGHTED N-GRAMS ..ce ittt et eremta e et et e e e et et e s b emeeeaa e s ba e s e s ta e st s ea st bmmne st san e et enans 19
4.4 WEIGHTED SEMANTIC NETWORKS. . .uuituiitniiteiteiteseeesaettesasstestssnssmmnssstsssasstsesseesnsssnsonnn 19
4.5 . WEIGHTED ASSOCIATIVE NETWORKS ... .uuiitiittiiiiiianeetnsiematsssneesnestnssan st essssmnmssssnsstneranesssernnns 20
T O N1 1= T = LT 20
4.6.1. NEUIAI NEIWOIKS.......eiiitie ittt st e et e s st e e st e s st e s s ae s st e s ssaessabessaeessabesssenssabessnenesns 20
4.6.2. DECISION TIEES.....uieieie e et ee et e st e st e bt e st e s st e s ste s st e s saeessabesasaassabesssesssabesssenssabessnenesns 20
TR T g 1o [UTex (<o I U] =T TRRRR 21
4.6.4. BayeSian NEIWOIKS .....cccciiiirieise ettt sttt s sttt st s st ne st e e 21
4.7 . USER-ITEM RATINGS IMATRIX ..uuittiitniiiiite et eemmteet et seaes st s st s sssaemsasssaassassnsesnessnsssnnnneernss 21
4 8. DEMOGRAPHIC FEATURES.....uittitiit ittt et mee st e e et et e et s et smma s s s s st s eba s sa s et esnsnnmtasetsseansn 21
5. INITIAL PROFILE GENERATION . ..euiii ettt e v e e e e e e e na e een 21
L Tt O =/ = 172 22
L T2 |V N1 7 22
LIRS TS 1= 2=l 2 =1 T 23
LI I = N N1 LT = 24
6. RELEVANCE FEEDBAQCK .. oo e s emmr e et e et e e e e s enneeeeaaas 25
LTt R 1 L 11 1L 26
(ST T = TN T I 27
LT T YA B 1 1 28
I = - 1] T RS 28
ST T =) 0o 1 11 411 1 £ 28
LS TRC TR 1.1 = o n T 29
LT 2R T 1 29
TR T 151 (o Y2 S 30
IR T T I {4 =TS o =T | S 30
(ST TR © 1 =Y 31
(OIS 31
7. PROFILE LEARNING TECHNIQUES.........cc oo eeeee e e e e aaa e 32
B I N L1 N[ =00 =L = 2 33
7.2.INFORMATION RETRIEVAL TECHNIQUES.......ccuuiiiiieeiti e et ceeee et e et e e et eeeteeesamm e eesaeeetneeeansnnn 34
T7.2.1. FEALUINE SEIBCLION ....ccocueii ettt ettt e et s st e s b e s e sae e st e s s steesbessbeesabessabeesares 34
7.2.2. INfOrMAtioN INAEXING ....c.vvviieiriiieiriie et s 36



Miquel Montaner A Taxonomy of Personalized Agents on the Internet

T .3 DATA MINING e it eeei ettt e e et et e e e et e e et emeeeeta e e eta e e san e et eesumman e esnnseetnaeesnseeennsernn 36
7.3.1. IndUCtion RUIE LEAINING ....ccueeveiieeeireeeeiestes ettt e see e s sre st a e e srestesnesre e eneenaesneneas 37

A T O 111 (=T | o S 37

S N T = T T 37
7.4.1. Neural NetWOrkS LEAINING ....ccccveereereeiesise st e seesie e e st sa e aesreste s sre e eneeeeseenes 37
7.4.2. DeCISION TreeS LEAINING .....ccccvieeereeeeie s et e see e see et sse e e aesrestesaesre e e eneenaeseenes 38
7.4.3. Bayesian Networks LEarning........cccccceiieiiieiecereeieeseseese s steseeee e see e sre e eeeneesneneas 38
7.5.INDUCTIVE LOGIC PROGRAMMING (ILP) ...eiiiiiiiiiiiiiie ettt ettt cnesee e 38

A O 2 == PP 38
8. PROFILE ADAPTATION TECHNIQUES ........ootiiiii e 39
S 30 I N [0 1 1 N T PSPPSR 40

S T2 |V N7 O 40
8.3. ADD NEW INFORMATION ....uiituniiitneeitnieeti e eeemestaeeeansessaeestessesamamsessansestnsessnsssnnsesrmmmtneersnesesd 40

S I 1Y 1= VA T T 40
B.5. AGING EXAMPLES.......uiiitiieiiieeeiteeetmee e e e e e etee e e e e eaneesemmeseessnsessnneessnnsessnsmneesssnsersneeeesnneesns 0
8.6. SHORT-TERM AND LONG-TERM MODEL ......cccuuiiiiieeiiiieeeiceeee et ee et eeeaeeseieesssmmsesanessnneeennnsd 41
8.7.GRADUAL FORGETTING FUNCTION .....uiiiuiieiiieeeit et ceeee et ee et e e eaaeeseteessamm e s ssnnessaneeseneeeansenes 41
B.8. INATURAL SELECTION ...ceuuiitueeieteeetneesiameeeeesteesanestaeeetn e ssmmm—aestaneeetnseesaesetnssmnneesneesneerennns 41
9. USER PROFILE —ITEM MATCHING......co ittt ana 41
O.1. STANDARD KEYWORD IMATCHING ... .iituiiiiiieeitieeiie e eeemeat e e et e e et eesteeeanamameessnneeetnaeesnnessnnnessnns 42
O.2. COSINUS SIMILARITY L.iitieiiiieiteeetteeettimamee st e e et e e eat e e san e s mmmta e eatnseaasassnnaeesnsannnresnnesannaarsnnns 42

10 TG T O =1 = PSPPSR RUPRPRPURRRPPY 43
O9.4. NAIVE BAYESIAN CLASSIFIER. ... cttueeiteeitieetetaeemmmeeteestaaes st aeesnessnaaessstnaeesnsessnnsastnnesennmrnsnns 43
O.5. NEAREST NEIGHBOR ... .iitiiiiiiieeii et ceeee e ee e et e e et e e et e e et e e s aa e e et e eanseeannsssnmmstnaeesnseeennsaned 43
0. 8. CLASIFIERS. ...t u ittt ieitt ettt e ettt emeee et e e et e e eat et et e s mmmta e eaa e aanastaseeeansamameasnaesnsaeennsessnneesmnss 44
O, 7 OTHERS. . et ettt e e et e e e et e e e et e s tmm—a e et eeeta e et ettt amaneetaeetaetateeran e eaa——————__ 44
10. USER PROFILE MATCHING .....ei ittt ettt e e e e et e e e e et e e e e eaes 44
10.1.DIMENSIONALITY REDUCTION ... .ctuuiiitiiieiieeeeieeemmteeeesaeessteesansessanssmemsssnesesnsersneestneeesnmnnnesd 45
J10.2.NEAREST NEIGHBOR ......cuuiituneeitieettesermmeesteeesteseteesesesmaneaansetasesseesrnsessnmamaersseeenneeran a7
10.2.1.  COSINUS SIMIIAITLY ...c.eitiieiieeeiiieeter et 47

O T2 O 011 =1 F= 1170 [P SRR 47

O T2 T © 1 4 =Y £ TSR 48
JO.3.CLUSTERING ....uuiituiieetiieette e et eeeeme et e e e e e st eeeaa e e s s —— e e et e e st e e eanessan s snmmssneessnessnneesraneensnnn 48
O R OIS = 1= 4= TP 49
RS @ 11 = = L T 49
11. EVALUATION OF THE SYSTEM ...t enme e 8 49
11, 1. RESULTS ACQUISITION. ... ituiitniitneitneetsstsiemmtaessneesesterasssessimentsnesnsstnerasssssssssmneesnsstnsrsnns 50
11.1.1.  REAI ENVIFONMENT ....viictiectecte ettt sttt et et ettt et ebesnbesaeesaeesaeesbeenesnnesneesbenbenns 50
11.1.2.  Evaluation ENVIFONMENT.....ccuii ettt sttt s e stes e e st s snsessabesenneesares 51
3 R TR I T 1 PSPPSR PRON 51
T O S U Y=Y Y 11 410 F= 1 (o 51
11,2 . RESULTS EVALUATION. . ettt tiittee e ettt e e e eeemeesatt e e s setta e essesansmmmeeeesssn e eesetanneesssnnmeassnneerenen 51
R S O 0 1Y =T = o U TSP P PP RORPRPPRN 52
2 = L= o7 | | S 52

0 2 R = = Tox ) (o] o [ 52
O B e =T T [ = O 52
2 S T - 110 U 52
11.2.6.  NDPM MEASUIE ...ttt eeettee e etee e et e e e esaae e e sbseeeesabesesessaeessbaeeseastesesesseeessrenenan 52
L11.2.7.  ACCUIACY ..ocveeiirieieeeeie ittt ettt s r et se b e n e bt s e e e e rese e ar e sneereenennenenrea 52

12. SYSTEM ARCHITECTURE ... ettt erer e e et e e e e et e e e e e mnmas 53
2 I AN = N PSP 53
12.2. ECOSY STEM OF AGENT S, . iiuuiiiiuieiiieeeiteeeatimaeseseaeeeteeeat et st e s mmmta e eanneesnnaestnseeennsamaneennaersnnns 54
13. CONCLUSIONS. ..ce ettt eeeee et ettt e e e et emeee s e e s e st s e e s ea b e e s s sammeesaaeeeeerannaneee 55
Lt ] N L i N 55



Miquel Montaner A Taxonomy of Personalized Agents on the Internet

List of Figures

FIGURE 1. PROFILE GENERATION AND MAINTENANCE .....cccttiutriteeairteeeesimnmseeeeessnrneeessnnsneessnns 8
FIGURE 2. PROFILE EXPLOITATION FOR RECOMMENDATION ......cuttiiiiiriaeeesiaineimmmseeneeeeeaesesnanns 9
FIGURE 3. DEMOGRAPHIC FILTERING ....cettiutteteessuiieeeessimnmsseeesssssseesessnsseeesssmmmssseesssnssseesssnnnes 12
FIGURE 4. CONTENT-BASED FILTERING ....etttiieeiiiiiiiieieeeteemee e e e s sssntteeeeeeaeeesssmmmssnnsseneeeeeaeess 13
FIGURE 5. COLLABORATIVE FILTERING. .. .tttttttiieeeesisistrteinmnseseseeesssassnssnnsesssssmmeesssnssssssseeees 15
FIGURE 6. MANUAL INITIAL PROFILE GENERATION ...cciiuutiieeiiiieeeessnssinameesennseeeeesnnsneeessnnssnens 23
FIGURE 7. INITIAL PROFILE GENERATION THROUGH STEREOTYPING ...ceeeeeiieieiriviereeeeessmmeeens 24
FIGURE 8. INITIAL PROFILE GENERATION THROUGH A TRAINING SET ...vvvveiiiiiieesiiiieeessieeeeens 25
FIGURE 9. NO RELEVANCE FEEDBACK ....cceiiiiuttiiieteeeeeessammmsssenneieeeeseaeessssanssmmmssssnneeaaeesssnnnes 27
FIGURE 10. EXPLICIT RELEVANCE FEEDBACK ....uvvtiiiiiiiieeesiiieeesmmmsieseeeessnneeaessnsseessmmmnnneeens 27
FIGURE 11. IMPLICIT RELEVANCE FEEDBACK .....cceiiiiittiiiieeeeeessammmssneitneeeeeaaeesssnnsssamemsseeeeeeas 29
FIGURE 12. HYBRID (IMPLICIT/EXPLICIT) RELEVANCE FEEDBACK .......ccccvvviirieeeeeeeesememsnneenes 32
FIGURE 13. “10-FOLD CROSS-VALIDATION TECHNIQUE” [MLADENIC, 1994 ......ccccoveveiiieeeennn. Bl

List of Tables

TABLE 1. DOMAIN OF THE ANALYZED SYSTEMS ...cieivtuuiiieeereeeeetnnsimmeeennnseeeeseeeannnnn e s smmnssnnnes 6
TABLE 2. INFORMATION FILTERING METHOD OF THE SYSTEMS ...ccvvttiiiiieeeieeeiiie e 11
TABLE 3. PROFILE REPRESENTATION TECHNIQUE OF THE SYSTEMS ..evuuiiiieeicceiiie e e e s ceeene e 17
TABLE 4. INITIAL PROFILE GENERATION TECHNIQUE OF THE SYSTEMS.....cvuiiiieeeeieiiiiie e e e 22
TABLE 5. RELEVANCE FEEDBACK TECHNIQUE OF THE SYSTEMS......ccvvviviiineeeeeeeeeinimmmeeeeeennnnns 26
TABLE 6. PROFILE LEARNING TECHNIQUE OF THE SYSTEMS ...ittuiiiiieeieeieiiiie e e e ememrennn e e eeeeeeaenn 33
TABLE 7. PROFILE ADAPTATION TECHNIQUE OF THE SYSTEMS....uuiiiiiiiieriiiiineeeeeseeemnseeeeeeenenes 39
TABLE 8. USER PROFILE-ITEM MATCHING TECHNIQUE OF THE SYSTEMS BASED ON CONTENT-

BASED FILTERING. ...ctuiitittieeittis e e e etmmmeat s e e et e e e e et e e e e s mmme et s e e e e ta e e e s et e e e s s bmmme et eeeeannnns 42
TABLE 9. USER PROFILE MATCHING TECHNIQUE OF THE SYSTEMS BASED ON COLLABORATIVE

L I N PP 46
TABLE 10. EVALUATION TECHNIQUE OF THE SYSTEMS. ...utuuuiiieiiieriiinin s e e s ssessan s e e eeeeensnnnnnneeees 50



Miquel Montaner A Taxonomy of Personalized Agents on the Internet

1. Introduction

The introduction of Internet, World Wide Web, communications networks, and widespreal
computation and storage cgpabiliti es, has resulted in a global information society with growing
users aroundthe world. Information, the predous raw material of the digital age, has never been
SO easy to dbtain, process and dseminate through the Internet. Yet, with the avalanche of
information at our doors, there is arapidly increasing difficulty of finding what we want, when

we ned it, and in away that better satisfies our requirements.

NAME REFERENCES DOMAIN
ACR News [Mobasher et al., 200 | Netnews Filtering
Amazon [Amazon] | Comerc eledronic
Amalthaea [Moukas, 1997] | Web Recommender
Anatagonomy [Sakagami et al., 1997 | Personali zed Newspaper
Beehive [Huberman and Kaminsky, 1996 | Sharing News

Bellcore Video Recommender [Hill et al., 1995 | Movie Recommender
Casmir [Berney and Ferneley, 1999 | Document Recommender
CDNow [CDNow] | Comerc eledronic
Fab [Balabanovic and Shoham, 1997 | Web Recommender
GrouplLens [Resnick et d., 1994 | Netnews Recommender
ifWeb [Minio and Tas, 199%], [Ashicar and Tas®, 1997 | Web Recommender
InfoFinder [Krulwich and Burkey, 1993, | Information
[Krulwich and Burkey, 19964 | Recommender

INFOrmer [Riordan and Sorensen, 1999, [Sorensen et al., 1997 | Netnews Filtering
Krakatoa Chronicle [Kamba @ al., 1999 | Personali zed Newspaper
LaboUr [Schwab et al., 2007 | Document Recommender
Let's Browse [Lieberman et a., 1999 | Web Recommender
Letizia [Lieberman, 1995 | Web Recommender
LifeStyle Finder [Krulwich, 1997 | Purchase, Travel and

Store Recommender
Moviel ens [Good et a., 1999 | Movie Recommender
News Dude [Billsus and Pazzani, 1999 | Nethews Recommender
NewsWeeder [Lang, 1993 | Netnews Recommender
NewT [Sheth and Maes, 1993 | Netnews Filtering

Personal WebWatcher

[Mladenic, 1999

Web Recommender

P3UN

[Sorensen and McElligot, 199%)]

Netnews Recommender

Re:Agent [Boone, 1999 | E-mail Filtering
Remmmender [Basu et a, 1999 | Movie Recommender
Ringo / FireFly [Shardanand and Maes, 1999, [Shardanand, 1994 | Music Recommender
SIFT Netnews [Yan and Garcia-Molina, 1999 | Netnews Filtering
Sitel F [Stefani, and Strappavara, 1999 | Web Recommender
Smart Radio [Hayes and Cunningham, 1999, | Music Lists

[Hayes and Cunningham, 2000 | Recommender
Syskill & Webert [Pazzani et a., 1994, [Pazzani and Billsus, 1997 | Web Recommender
Tapestry [Goldberg et al., 1999 | E-mail Filtering
Webmate [Chen and Sycara, 199§ | Web Recommender
WebSail [Chen et al., 2000 | Web Seach Filtering
WebhSell [Cunningham et ., 2007 | Purchase Recommender
Websift [Cooley et al., 1999 | Web Recommender
WebWatcher [Armstrong et al., 1999, [Joachims et al., 1997 | Web Recommender

Table 1. Domain of the Analyzed Systems

Users are constantly confronted with situations in which they have many options to choose from
and real assstance eploring o winnowing down the posgbiliti es. Internet Search Engines
commonly find thousands of potentially relevant sites. In applicaions, a user is required to
spedfy hisinformation need in terms of a query which is then compared (typicdly at a simple
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keyword level) with documents in a alledion and those likely to be most related to the query
and thus potentially relevant to the user.

Recantly, in the Artificial Intelligence community, there has been a grea ded of work on how
Al can help to solve this problem. Notions of personalized search engines, intelli gent software
agents, and recommender systems have gained large aceptance anong users for the task of
asgsting them in seaching, sorting, classfying, filtering and sharing the vast amount of
information now available on the Web. The combination of the modeling o preferences of
particular users, building content models, and the modeling o socia patterns in intelli gent
agents [Maes, 1994 would provide users with means for managing information in a rational
way, and, thus, helping to overcome the information overload.

Some papers present a state of the at about personalized systems (e.g., [Sarwar et al., 2004,
[Pretschner and Gauch, 1999], [Terveen and Hill, 2001], [Kobsa @ al., 2001]). [Schafer et d .,
2001] present a taxonomy of recommender systems in the field e-commerce but only classfy
the used techniques into three feaures. This paper presents a more complete taxonomy of
general intelli gent personalized agents on the Internet based on the arrent state of the art. 37
different systems from different domains are studied (i.e,, web recommenders, personalized
newspapers, movie recommenders or e-mail filtering). Table 1 shows the domain of the
different analyzed systems. These systems and their references are deegoly analyzed to extrad a
set of 10 common feaures. The 10 fedures are used to clasdfy hte personalized agent, thus
providing ataxonomy of the systems.

This paper is organized as follows. First, we present the 10 fedures that constitute the
taxonomy. Then, we proceal through sedion 3 to 12 by providing the dasdficaion of the
systems aacording to ead feature. We end at sedion 13with several conclusions.

2. The Taxonomy

The processof filtering Web documents, separating relevant documents from non-relevant ones,
or recommending items such as CDs, books movies, etc., can be viewed as a personalized task
based on user profiles, which are somewhat hypothesis of unknown target concepts of user
preferences. Intelligent agents build and exploit these profiles. The analysis of 37 personalized
systems has result in the identification of 10 common features of generation and exploitation of
user profiles. These feaures establish a taxonomy under which the different systems can be
classfied.

The purpose of this sdion is to explain the taxonomy feaures. First, we will discuss the
feaures that charaderize profil e generation and maintenance. Second, we proceed by outlining
the feaures regarding user profil e exploitation. Then, we explain the two last feaures related to
general aspeds as system evauation and architedure. And we end by summarizing the 10
fedures.

2.1. Profile Generation and Maintenance

A user profile is a representation of the user tastes, interests and/or preferences, and it is the
basic feaure of a personaized system. To generate and maintain this profile we natice five
design dedsions that constitutes the first five feaures of our taxonomy: the profile
representation technique, the technique to generate the initial profil e, the source of the relevance
feedbadk that represents the user interests, the profile leaning technique and the profile
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adaptation technique. Figure 1 shows the relation of these techniques in the generation and
maintenance of user profil es.

The profile representation is the first step to take into account in a personalized system, since
the other techniques depend on it. Oncethis gep is dedded, the other techniques can be defined.
A personali zed system cannot start its function urtil the user profile is creaed, and, moreover, it
is desirable to know as much as posdble from the user so that the systems provide satisfacory
results to the user from the very beginning. Therefore, systems must use asuitable technique to
generate an acaurate initial profile.

To generate and maintain the user profile, the system needs relevant information about the
user’s interests. When users interad with a computer, they provide agrea ded of information
about themselves. Succesdul interpretation of these data streams is necessary for computers to
tail or themselves to ead individual’s behavior, habits and knowledge. Our computers support
many different applicaions, eat of which does one thing well: showing users mail, providing
them with an eledronic datebook, letting them play a game. As from the interadion of the user
with these gpli cations, the system can gather relevance feedback to know his tastes, interests or
preferences. Typicdly, the feedbadk given explicitly or implicitly by the user has no sense itself.
Therefore, there is a need of a profile learning technique that extrads the relevant information
and structures this information depending on the representation of the profil e.

Relevance
Feedback

Content
Information

Implicit
o Feedback Profile
eraction i
Information =
Gathering Text Learning
p Explicit Information Retrieva
; Feedbacl Techniques

Structured

Information Structured
Information
USER
s Profile Learning
Training Set Technigues
Profile /mi
Adamallun Profile

Technigues

Manual
Demographic
Data

S Profile
Information stem‘wmg Representation
and Adaptation

Initial Profile Generation

Figure 1. Profile Generation and M aintenance

The user profile is used to filter information. User tastes usually change @ time procedls. So,
the user profile should aso be dhanged in order to retain the desired acaracy in filtering. That
is, human interests change with time and there is a need of a technique to adapt the user profile
to the new interests and to forget the old ones.
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2.2. Profile Exploitation

Oncethe user profile is creded, the systems explait it, for example, to filter incoming Netnews,
to recommend interesting restaurants,... This paper is focussed on recommendation systems. We
think that other functionalities can be viewed as a kind o recommendation. For instance,
systems that proadively filter e-mail messages can be viewed as a system that recommends
adions for the new messages and exeaute them when the confidenceis very high.

Remmmendation systems made dedsions acarding to the information avail able. Sincethere is
so much information on the web, a fundamental isaie on such systems is to seled the adequate
information upon which perform the dedsions. That is to say, the need of an information
filtering method is essential in reacommender system. There ae threemain information filtering
methods: demographic, content-based and coll aborative. Demographicdly, similar people tend
to behave in asimilar way. Demographic filtering systems use the general feaures of a duster
of similar people or a stereotype of a person to infer the interests of a particular user. Content-
based filtering approaches recommend items for the user based on the descriptions of the
previous evauated items, in other words, they recommend items becaise they are similar to
items the user has liked in the past. Several user profile-item matching methods can be used in
order to compare the representation of the user interest and rew items. But when content-based
applications can make use of a mmmon database of information about the user, and
communicate with one another about the user, their ability to personali ze themselves increases
dramaticdly. Collaborative Filtering systems matches people with similar interests and then
makes recommendations on this basis. Diff erent methods are used by the systems to match user
profiles and find users with simil ar interests.

USERS
PROFILE

Other Users
Profile
Information

Profile
Information

Profile

Content Information
Information

CLUSTERS f
STEREOTYPES

Collaborative
Filtering

Profile
Information

Content-
Item — Profile Users Pfuﬂle
e Demographic
Filtering

Filtering

¥
Stereotype/Cluster
Reasoning

Demographic
Recommendations

e

\ A

Content-Based
Recommendations

Collaborative
Recommendations

kY

USER

Figure 2. Profile Exploitation for Recommendation

Regarding exploitation, we distinguish, then, three main feaures: the information filtering
method, the item-profile matching and the user profil e matching techniques.
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2.3. Other Issues

Further of user profile generation and maintenance, developers have to take into account other
isaues as the achitedure and evaluation of the system. The general architecture of the system
conditions the whole development, thus, it is an important feature to take into account. For
simplicity purposes, in the whole paper, the general word “system” is used to mention the
current personalized applicaions. However, some gplicaions are structured as intelli gent
agents or ecosystems of agents.

Regarding evaluation, unfortunately, only a few systems evaluate and dscuss their results
scientificdly. This is in part due to the fad that it actually is hard to determine how well a
personalizaion systems works, as this involves purely subjedive assessments. However, most
of the analyzed systems present results based on dff erent evaluation methods.

The last two fields that form the taxonomy are the system architecure and evaluation.

2.4. The Ten Classification Features

Summarizing, the ten feaures of the taxonomy are the foll owing:
Profil e Generation and Maintenance:

e User Profile Representation
* Initia Profile Generation

* Relevance Fealbadc

e Profile Leaning

e User Profile Adaptation

Profil e Exploitation:

e Information Filtering Method
e User Profile— Item Matching Techniques
*  User Profile Matching Tedhniques

Other Isaues:

e System Architedure
» Evauation of the System

In the following sedions, the different feaures are deeply analyzed and the techniques used in
the state of the art to implement it are exposed.

3. Information Filtering Method

Early, Maone d al. propose threetypes of information filtering adivities: cognitive, economic
and sociad [Malone d a., 1987. Cognitive adivities filter information based on content.
Economic filtering adiviti es filter information based on estimated seach cost and kenefits of its
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use. Socia adivities filter information based on individual judgments of quality communicaed
through personal relationships.

These threeinformation filtering adivities proposed by Malone d al. have evolved, mainly, in
three information filtering approaches for making recommendations: demographic filtering,
content-based filtering and collaborative filtering. Demographic filtering approaches use
descriptions of the people to lean a relationship between a single item and the type of people
that like that objed. This is a new approach emerged from the stereotypes proposed by Rich
[Rich, 1979. Content-based filtering approaches use descriptions of the content of the items to
lean arelationship between a single user and the description of the items. That is the evolution
of the cognitive adivities. Collaborative filt ering approaches use the feedbad of a set of people
on a set of items to make recommendations, but ignore the antent of the items or the
descriptions of the people. This is the evolution of the socia adivities. However, the eonomic
adiviti es have not yet been implemented.

Table 2 shows the information filt ering techniques used by the diff erent analyzed systems.

NAME METHOD

ACR News Content-Based Filtering
Amazon Hybrid

Amalthaea Content-Based Filtering
Anatagonomy Hybrid

Beehive Collaborative Filtering
Bellcore Video Reacommender Collaborative Filtering
Casmir Hybrid

CDNow Hybrid

Fab Hybrid

GroupLens Coll aborative Filtering
ifWeb Content-Based Filtering
InfoFinder Content-Based Filtering
INFOrmer Content-Based Filtering
Krakatoa Chronicle Hybrid

LaboUr Hybrid

Let's Browse Content-Based Filtering
Letizia Content-Based Filtering
LifeStyle Finder Demographic Filtering
Movielens Hybrid

News Dude Content-Based Filtering
NewsWedler Hybrid

NewT Content-Based Filtering
Personal WebWatcher Hybrid

PSUN Content-Based Filtering
Re:Agent Content-Based Filtering
Recmmender Hybrid

Ringo / FireFly Collaborative Filtering
SIFT Nethews Content-Based Filtering
SitelF Content-Based Filtering
Smart Radio Collaborative Filtering
Syskill & Webert Content-Based Filtering
Tapestry Collaborative Filtering
Webmate Content-Based Filtering
WebSail Content-Based Filtering
WebSell Hybrid

Websift Hybrid

WebWatcher Hybrid

Table 2. Information Filtering M ethod of the Systems
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3.1. Demographic Filtering

Demographic filt ering approaches use descriptions of the peopleto learn arelationship between
asingleitem and the type of people that like that objed. The user models are creaed by
clasgfying usersin stereotypicd descriptions[Rich, 1979, representing the feaures of classes
of users. Personal data about the user isrequired and is used to classfy usersin terms of these
demographic data. Clasdficaions are used as general charaderizations for the users and their
interests. Commonly, the personal datais asked to the user in aregistration form (see sedion
5.3). The resulting profiles gan the range of information contained in the demographic
database.

People from your
age like these
products.

Stereotype
DataBase

Figure 3. Demographic Filtering

For instance, the method implemented by Krulwich in the LifeStyle Finder [Krulwich, 1997
uses a ommercialy avail able database of demographic data that encompasses the interests of
people nationwide. They have been using a demographic system cdled PRIZM from Claritas
Corporation which dvides the population of the United States into 62 demographic dusters
acording to their purchasing history, lifestyle dharaderistics and survey responses. The
demographic database cntains information on more than 600variables, ead of which refers to
aspedfic lifestyle charaderistics, purchase or activity.

However, apure demographic filtering system has several shortcomings.

» Demographic filtering is based on a generalizaion of the user's interests, so the system
recoommends people with similar demographic profiles the same items. As every user is
diff erent the recommendations prove to be too general.

* The demographic goproadhes do not provide any individual adaptation to interest changes.
The user’'s interests tend to shift over time [Koychev, 2004, so the user profile need to
adapt through the time.

Nevertheless demographic information can be a useful technique if combined with other

approaches. This technique is very useful to generate the initial profile of the user (seesedion
5.3).
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3.2. Content-Based Filtering

Content-based filtering approaches recommend items for the user based on the descriptions of
the previous evaluated items, in other words, they recommend items because they are similar to
items the user has liked in the past. User profiles are aeaed using feaures extraded from the
items (seesedion 7) and ead user is assumed to gperate independently.

The inpu data most often take the form of samples of the user’sinterests or preferencesin a
given areag and the profileis a generali zation of these datathat can be used generatively to cary
out task on behalf of the user. A common appli caion takes ssmple items that a user finds
interesting o uninteresting and generates profil es of the user’ sinterests. These profiles are then
used to find or recognize other items that are likely to be of interest. Other common appli cations
processinpu data such as movies or music dbums, that the user likes and dslikes and use the
resulting profil es to suggest new movies or albumsto the user. Diff erent methods are used by
the systems to match a user profil e with the new items and dedde whether they are interesting
for the user.

[fyou like these
products. yau
should like these
similar ones.

Figure 4. Content-Based Filtering

For instance, in Syskill &Webert [Pazzani et a., 1999 the user rates a number of Web
documents from some content domain on a binary “hot” and “cold” scde. Based on these
ratings, it computes the probabiliti es of words being in hot or cold documents. Lieberman
developed the system Letizia [Lieberman, 1995, which asdsts a user in Web browsing. Letizia
tries to anticipate interesting items on the Web that are related to the user’s current navigation
context. For a set of links Letizia computes a preference ranking based on a user profile. This
profileis alist of weighted keywords, eat one indicaing the relevance of the words found on
the pages. Personalized WebWatcher [Mladenic, 1996 observes individual user’s choices of
links on Web pages, in order to recommend links on other Web pages that it may visit later. The
user does not have to provide explicit ratings. Instead, visited links are taken as positive
examples, non-visited links as negative ones.

However, apure content-based filt ering system has sveral shortcomings.

* The mntent-based approaches are based on objedive information about the items. This
information is automaticdly extraded from some sources (e.g., Web pages) or introduced
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manually (e.g., product database). The seledion of one item or another is mostly based on
subjedive dtributes about the item (e.g., a well-written document or a product with a spice
taste). Therefore, the atributes, which better influence the user choice, are not taken into
acount.

e Ancther problem, which has been studied extensively, is the over-spedalizaion. Content-
based filt ering tedhniques have no inherent method for generating serendipitous finds. The
system recommends more of what the user already has sen before (and indicaed liking).
When the system can only recommend items scoring highly against a user profil e, the user
is restricted to sedng items $milar to those drealy rated. In practice, additional hadks are
often added to introduce some dement of serendipity like injeding a note of randomness-
for example the aossover and mutation operations (as part of a genetic dgorithm) have
been proposed as a solution [Sheth and Maes, 1993.

»  With the pure ontent-based approach, a user’s own ratings are the only fador influencing
future performance. However, only a few ratings are provided due to both the reluctance of
the users to perform adions that are not direded towards their immediate goals, if they do
not recave immediate benefits [Carroll and Rosson, 1987, and the low interadion of the
user with the system. Therefore, the recommendation quality has alow predsion.

Nevertheless these shortcomings can be solved combining the mntent-based approach with the
collaborative filtering approac (seesedion 3.4).

3.3. Collaborative Filtering

The ollaborative filtering technique matches people with similar interests and then makes
recommendations on this basis. Recommendations are commonly extraded from the statisticd
analysis of patterns and anaogies of data extraded explicitly from evauations over items
(ratings) given by the different users or implicitly by monitoring the behavior of the different
usersin the system. This approach is very different to the content-based filt ering, the other most
commonly used approach: rather than recommending items because they are similar to items a
user has liked in the past, they are re@ommended based on other user’s preferences. Rather than
computing the simil arity of the items, the similarity among users is computed. In this case auser
profile consists Smply of the data that the user has pedfied. This datais compared to those of
others users to find overlaps in interests among users. These ae used to recommend rew items
to the users. Typicdly, for ead user a set of “nearest neighbors’ is defined using the
correlation between the past ratings. Scores for unseen items are predicted using a cmbination
of the scores from the neaest neighbor. This approach requires less computation than the
previous one becaise it doesn’'t have to reason about the user data, and it clealy leverages the
commonalti es between users.

Terveen and Hill claim the necessty of threepill ars to support this approach [Terveen and Hill,
2001]: many people must participate (increasing the likelinessthat any person will find others
users with simil ar preferences), there must be an easy way for representing user’ sinterestsin the
system, and the dgorithms must be &le to match people with similar interests.

For instance, Tapestry [Goldberg et a., 1997 is one of the earliest implementations of
collaborative filtering based recommender systems. This system relied on the explicit opinions
of people from a close-knit community, such as an officeworkgroup. Another popular systemis
GroupLens [Konstan et a., 1997, which computes correlation between readers of Usenet
newsgroups by comparing their ratings of news articles. The ratings of an individual user are
used to find related users with similar ratings, and their ratings are processd to predict the
user’sinterest in new articles.
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Recommend her

these products,
Similar agents my user like therm
advice mea to

COh 1 These new
products are
Interesting !

recommend you
these products.

Recommend her
these products,
rry user like them.

Figure 5. Collabor ative Filtering

However, apure ollaborative filtering system has sveral shortcomings:

e The ealy-rater problem: if a new item appeas in the database there is no way it can be
recommended to a user until some more information about it is obtained through another
user either rating it or spedfying which other itemsiit is smilar to. A collaborative filtering
system provides littl e or no value when a user is the first one in his neighborhood to enter a
rating for an item. In fad, the systems depend on the dtruism of a set of users who are
willing to rate many items without receving many recommendations. Economists have
speaulated that even if rating required no effort at al, many users would choose to delay
considering items to wait for their neighbors to provide them with recommendations.
Without altruists, it might be necessary mechanisms to encourage ealy ratings.

e The sparsity problem: the goa of coll aborative filtering systems is to help people focus on
reading documents (or consuming items) of interests. Due to the last shortcoming, if the
number of usersis snall relative to the volume of information in the system (because there
isavery large or rapidly changing database) then there is a danger of the coverage of ratings
bewmming very sparse, thinning the wlledion of recommendable items. On he other hand
sparsity poses a mmputational challenge as it becomes harder to find reighbors and herder
to recommend items sncefew people have rated most of them.

« Another logic problem is that for a user whose tastes are unusual compared to the rest of the
population there will not be any other users who are particularly similar, leading to poor
recommendations.

e The difficulty of adhieving a criticd mass of participants makes coll aborative filtering
experiments expensive. Coll aborative filtering systems require data from a large number of
users before being effedive, require alarge anount of data from each user, and limit its
reommendations to the exad items gedfied by the population of users. One dea
disincentive in present experiments is the alditional cognitive load imposed on the user by
the requirement to provide explicit feedbadk.
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e The aiticd dependency on the size and composition of the user population also influence a
user’s group of nearest neighbors. In a situation in which feedbadk fail s to cause this group
of neaest neighbors to change, expressng dislike for an item will not necessarily prevent
the user from receving similar items in the future. Furthermore, the lack of accessto the
content of the items prevents smilar users from being matched uriessthey have rated the
exad same items.

Nevertheless these shortcomings can be solved combining the @llaborative filtering approach
with the @ntent-based filt ering approach (seesedion 3.4).

Herlocker et a. introduced also the problem of lack of transparency in the coll aborative filtering
systems [Herlocker et a., 200Q. Collaborative systems today are bladk boxes, computerized
orades that give advice but cannot be questioned. A user is given no indicators to consult to
determine when to trust a recommendation and when to doubt one. These problems have
prevented accetance of collaborative systems in all but the low-risk content domains.
Therefore, the coll aborative filt ering systems are not trusted for high-risk content domains.

3.4. Hybrid

Hybrid systems exploit feaures of content-based and coll aborative filtering, since they will
almost certainly prove to be complementary. On the one hand, pure llaborative systems solve
al of the shortcomings given for pure @ntent-based systems. The first shortcoming of the
content-based systems is the lack of subjedive data @out the items. In a coll aborative system,
the community of users cen dffer this kind of data explicitly. It can be considered like an
opinion of the item that a confident friend offers you. For instance you can buy a product
becaise auser with simil ar tastes recommends you a spice product and you like spice products.
Another shortcoming o the content-based systems is the lack of novelty. A perfed content-
based technique would never find anything novel, limiting the range of applications for which it
would be useful. Collaborative filtering techniques excd at identifying novelty using ather
user's recmmendations and you can recave items disdmilar to those seen in the past. For
instance, a user with similar tastes can recommend you products that you never have bought.
Finally, content-based systems have the ladk of user ratings to represent the user’s interests.
Coll aborative systems can complete the user information with the other user’'s experience & a
basis. For instance, if you are very similar to another user and you have not rated a product, you
can use other user’s ratings to complete the user’s interests.

On the other hand, pure @ntent-based systems solve dl of the shortcomings given for pure
collaborative systems. The first shortcoming of the collaborative systems is the erly-rater
problem. With the mntent-based methods, new items can be recommended on the basis of the
content, without the necesdty of explicit ratings. Content-based systems vanish the scarcity
problem because the profile kegp information about the content of the items, no the products
with the ratings. With a content-based systems we can recommend a user with unwsual tastes
without the necessty of a similar user. Finaly, the mass of participants is not important in
content-based systems because they do not depend on the population.

Thus, both content-based and collaborative filtering contribute to the other’s effediveness
avoiding the limitations mentioned for ead system and alowing an integrated system to
achieve both reliability and serendipity. Severa papers claim the outperform of the hybrid
systems (e.g., [Pazzani, 1999 and[Good et al., 1999).

Such systems as Fab [Baabanovic and Shoham, 1997, LaboUr [Schwab et al., 2007 or
WebSdll [Cunningham et al., 200]] propose avery simple method for combining the two
approaches: user profiles based on content analysis are maintained, and these profiles are
diredly compared to determine users with similar preferences for collaborative
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recommendation. Users receve items both when they score highly against their own profile, and
when they are rated highly by a user with similar profile. Using content-based recommendations
can solve the problems of the unseen items by others. We can use the praofile we build from the
content of items to make recommendations to users even if there are no ather users smilar to
them, and we can also filter out items similar to those disliked in the past. We can make
coll aborative recommendations even between users who have not rated any of the same items
(as long as they have rated similar items), extending the read of collaborative systems to
include databases which change quickly or are very large with resped to the number of users.
By utili zing group feedbadk we potentially require fewer cycles to achieve the same level of
personali zation.

4. User profile Representation

The mnstruction of acarrate profilesis akey task — the system’s successwill dependto alarge
extend on the aility to represent the user’'s adual interests. Accurate profiles enable both the
content-based component (to insure remmmendations are appropriate) and the llaborative
component (to insure users with similar profil es are indeed simil ar).

NAME TECHNIQUE

ACR News Frequent Itemsets, URL Clusters

Amazon Purchase History with Ratings

Amalthaea Weighted Feaure Vedor

Anatagonomy Weighted Feaure Vedor

Beehive Clusters (Weighted Fedure Vedor)

Bellcore Video Recommender User-Item Ratings Matrix

Casmir Weighted Feaure and Document Network

CDNow Purchase History with Ratings

Fab Weighted Fedure Vedor

GrouplLens User-Item Ratings Matrix

ifWeb Multivalued Weighted Attributes, Weighted Semantic Network

InfoFinder Decision Tree

INFOrmer Weighted Associative Network

Krakatoa Chronicle Weighted Feaure Vedor

LaboUr Probabilistic Feaure Vedor, Boolean Feaure Vedor

Let's Browse Weighted Feaure Vedor

Letizia Weighted fegure vedor

LifeStyle Finder Demographic Feaures

Moviel ens Weighted Feaure Vedor, Inducted Rules

News Dude Short Term: Weighted, Long Term: Probabilistic Feature Vector

NewsWeeder Weighted Feaure Vedor

NewT Weighted Fedure Vedor

Personal WebWatcher Probabilistic Fegure Vedor

P3UN Weighted n-grams

Re:Agent Weighted Feaure Vedor, Neural Network

Recommender Inducted Rules

Ringo / FireFly User-Item Ratings Matrix

SIFT Netnews Boolean Feaure Vedor, Weighted Fedure Vector, Dedsion Tree

Sitel F Weighted Semantic Network

Smart Radio User-ltem Ratings Matrix

Syskill & Webert Probabilistic Feaure Vedor, Boolean Feaure Vedor, Decision Treg Weighted
Feaure Vedor

Tapestry Indexed Messages and Annotations

Webmate Weighted Fedure Vedor

WebSail Boolean Feaure Vedor

WebSell Interesting/Not Interesting Products

Websift Inducted Rules, Patterns, Statistics

WebWatcher Boolean Feaure Vedor

Table 3. Profile Representation Tednique of the Systems
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Several approaches of the user profile representations have been implemented: a history of
purchases, web navigation or e-mails, an indexed vedor of fedures, a n-gram, a semantic
network, an asociative network, a dasdfier including neural networks, dedsion trees, inducted
rules or Bayesian networks, a matrix of ratings and a set of demographic feaures. Table 3
shows the user profil e representation techniques used by the diff erent analyzed systems.

4.1. History

Some systems keep as a user profile thelist of purchases, the navigation history in WWW or the
content of the e-mail boxes. Additionaly it is also usua to keep the relevance fealbad of the
user asciated with eadh item in the history. Systems based on history do rot use any learning
profil e technique and they concentrate dl the processin the profile explotation.

Such approacdh is most commonly used in e-commerce, where systems keep as a profil e the li st
of purchased products and the user ratings, as relevance feedbad. This is the cae of the most
popular state of the art personalized systems in e-commerce Amazon.com [Amazon] and
CDNow.com [CDNow]. A similar approad is used in WebSell [Cunningham et al., 2001],
where the profile is defined using two lists, one with the purchased products rated as
“interesting” and another with the “uninteresting” ones. Another approach is implemented in
Tapestry [Goldberg et a., 1997, an e-mail filtering system that buil ds the profil e whil e keging
tradk of the messages and annotations given by the user.

4.2. Vector Space Model

The items are represented with a vedor of feaures, usualy words or concepts, with a value
aswciated. This value can be a Bodean or a real number. The Bodean value represents the
presence of the value of the fedure, and the red number represents the frequency, relevance or
probabili ty of the feaure calculated with information indexing (see sedion 7.2.2).

4.2.1. Binary/Boolean Vector Space Model

The items are represented with a vedor of feaures with a Boolean value. This value typicaly
represents whether the feaure is present in the item or not.

4.2.2. Weighted Vector Space Model

The items are represented with a vedor of feaures with aweight (ared number). The data that
are potentially available for cdculating the weight are the frequency of occurrence of the
processng token in an existing item (i.e., term frequency — TF), the frequency of occurrence of
the processng token in the indexing database (i.e., total frequency — TOTF) and the number of
unique items in the database that contain the processng token (i.e., item frequency — IF,
frequently labeled in other pubicaions as document frequency — DF). With the inverse
document frequency — IDF, the basic dgorithm is improved by taking into consideration the
frequency of occurrence of the processng token in the database.

TF-IDF is one of the most successul and well-tested techniques in Information Retrieval (IR).
A document is represented as a vedor of weighted terms. The computation of the weights
refleds empiricad observations regarding text. Terms that appea frequently in one document
(TF=term-frequency), but rarely on the outside (IDF=inverse-document-frequency), are more
likely to be relevant to the topic of the document. Therefore, the TF-IDF weight of aterm in one
document is the product of its term-frequency (TF) and the inverse of its document frequency
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(IDF). In addition, to prevent longer documents from having a better chance of retrieval, the
weighted term vedors are normali zed to unit length.

4.2.3. Probabilistic Vector Space Model

The items are represented with a vedor of feaures with a probability (a red number). The
probabili stic method seeks to estimate the probabili ty that a document satisfies the information
neel represented by the profile. The probabili stic method is thus a generalizaion o the exad
match tedhnique in which we seek to rank order documents by the probabili ty that they satisfy
the information need rather than by making a shape dedsion. To develop this probability, term
frequency information (weighted to emphasize within document frequency and to de-emphasize
aaoss-document frequency) is treaed as an observation, and the distribution of the binary event
“document matches profile” conditioned by that observation is computed. Bayesian inference
networks have proven to be a useful technique for computing this condition probability.
Therefore, systems that classfy the items with a naive Bayesian clasdfier (seesedion 9.4), keep
the information of the items with the probabili stic vedor space model method. Since it is
posshble to construct a Bayesian inference net that computes the asine of the angle between two
vedors, the probabilistic vedor space method can be interpreted as a speda cese of the
probabili stic method.

4.3. Weighted N-Grams

N-Grams can be viewed as a spedal technique for conflation (stemming — seesedion 7.2.1.3)
and as a unique data structure in information systems. N-Grams are afixed length conseautive
series of n charaders. Unlike stemming that generally tries to determine the stem of a word that
represents the semantic meaning o the word, n-grams do not care @out semantics. Insteal they
are dgarithmicdly based upon a fixed number of charaders. The seachable data structure is
transformed into overlapping n-grams, which are then used to creae the seachable database.

The items are represented with a net of fedures with weights in the nodes and edges. Based on
the assumption that words tend to occur one dter another asignificantly high number of times, a
n-gram induction method extract fixed length conseautive series of n charaders and organize
them with weighted links representing the co-occurrence of the different words. Therefore, the
structure adieves a context representation of the words.

This model alleviated the polsemy problem (no attention is paid to word ordering o word
context [ Sorensen and McElli gott, 1995) as opposed to single words. Thus, not only did certain
words reaur in documents of interest to a user, but that they appeaed in the same wntext as they
had in items previously deamed interesting by the user.

4.4. Weighted Semantic Networks

A semantic networks [Potter and Trueblood, 198§ is a representational format that permit the
meanings of words to be stored, so the humanlike use of these meanings is possble. In natural
language names are used to identify concepts (spedfic or abstrad) and context mechanisms to
make the language frugal and concise, thus adualy enhancing the expressveness of a finite
vocabulary. Although semantic data models also use logicd names in order to identify
externaly the objeds, they do not support context medhanisms. Offering contexts in semantic
networks (and in data models in general) is esential, in order for their contents to be more
understandable and more expresdve and their management to be simpler, more flexible, and
more dfedive by both the designers and the users.
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The gproad implemented by Minio and Tas in the ifWeb system [Minio and Tas, 1994
consists as follows: the semantic network base contains a mlledion of semantic networks
describing typicd pattern of topic of user’s interest. Eadh semantic network includes a central
node that represents a main topic and some satellit e nodes conneded to it through an arc that
represents related topics of interests. Nodes and arcs are weighted with resped to the importance
of the topic and the strength of the relationship between topics. However, the Stefani and
Strapparava gproach in the SitelF system [Stefani and Strapparava, 1998 consists as foll ows:
every node isaword or an interesting concept and the acs between nodes are the m-occurrence
relation of two words; every node and every arc has a weigh that represents a different level of
interests for the user.

4.5. Weighted Associative Networks

An associative network consists on a set of nodes that represent the primary terms, concepts or
words, in which a user is interested in. A set of weighted links establi shes the organizaion of
the termsinto relevant phrases. Asociative networks differ from the semantic networks because
semantic networks have different generic link types auch as synonymy, superclass-subclass and
also possbly disunctive and conjunctive sets of links. Contrasting with this, asciative
networks (somewhat like artificial neural systems) have only a single link type, a weighted
edge, the semantics being implicit in the structure of the network and the parameters associated
with the processng [Riordan and Sorensen, 1995.

4.6. Classifiers

The systems that use a ¢asdfier as a user profile leaning technique keey as a profile the
structure of the dasdfier. Thisisthe cae of neural networks, dedsion trees, inducted rules and
Bayesian networks.

4.6.1. Neural Networks

A neural network is anetwork of input and output cdl's, based upon neuron functionsin the
brain. It is composed of alarge number of highly interconneded processng elements that are
analogaus to neurons and are tied together with weighted connedions that are analogousto
synapses. Neural networks creae a compad representation that responds to queries quickly.

For instance, Jennings and Higuchi employed a neural network for constructing the users profile
[Jennings and Higuchi, 1993. During the training period, users rate documents as being
interesting or not for them. For ead content-beaing word that occurs at least twice in the set of
training documents, a node is introduced into the neural network whose initial adivity
corresponds to its frequency in the positively rated documents. The link weights correspond to
the @-occurrence frequency of the linked words within the same documents. When new
documents are presented to the trained neural network, the nodes that correspond to the
meaning-beaing words in the document become adivated with their initia adivity, and
propagate their adivity via the differently weighted links to ather nodes. After a certain period
of time, the overall network adivity is measured and the new document rated as interesting for
the user if the adivity exceals a given threshold.

4.6.2. Decision Trees
A dedsion treeis away to clasdfy data. It consists of a set of nodes and a set of direded edges

that conned the nodes. Think of an edge a an arrow pointing from one node to another node.
Consider a node N. The nodes that N points to are cdled its children, and N is their parent.
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Internal nodes are nodes that have dildren, and led nodes are nodes with no children. The
internal nodes represent questions about the parameters, and the edges represent answers to
those questions: values for the parameters. The leaf nodes represent a final dedsion.

4.6.3. Inducted Rules

For example, an association rule expresss the relationship that one product is often purchased
along with other products. Asociation rules have been used for many years in merchandising,
both to analyze patterns of preference acoss products, and to recommend products to
consumers based on other products they have seleded. Association rules can form a very
compad representation of preference data that may improve efficiency of storage & well as
performance.

4.6.4. Bayesian Networks

A Bayesian network is a direded acyclic graph in which nodes represent propositional variables
and arcs represent dependencies [Jensen, 1996]. A node' s valueis afunction of the values of the
nodes it depends upon. Led nodes represent propositions, which can usually be determined by
observation. The values of nodes are determined by inference The resulting model is very
small, very fast and esentially as acairate & neaest neighbors methods [Breese ¢ al., 199§.

A posdble implementation is a Bayesian network with a node representing the information of
ead item in the domain. The states of ead node correspond to the possble vote values for ead
item.

4.7. User-Item Ratings Matrix

Some allaborative filtering systems maintain as user profiles a user-item ratings matrix. The
user-item ratings matrix contains historicd ratings of the users on the items. Each cdl (u,i) of
the matrix contains a rating representing the evaluation of the user u to the item i, and an empty
valueif thereis no evaluation.

These systems do not use ay learning profil e technique (seesedion 7.1) and they concentrate
all the processin the user profil e matching techniques (seesedion 10).

4.8. Demographic Features

Demographic filtering systems crede the user profile through stereotypes. Therefore, the user
profil e representation is a list of demographic feaures that represent the kind of user. None of
these systems use any leaning profile technique (see sedion 7.1) and they concentrate dl the
processin the stereotype ressoning [Kobsa € a., 200]].

5. Initial Profile Generation

It isdesirable to know as much as possgble from the user so that the ayents provide satisfadory
results from the very beginning. However, the user is usually not willi ng to spend much time to
define his interests for creding his profile. Moreover, user’s interests may change over time
making the profil es difficult to maintain. For these reasons, the method for the initialization and
maintenance of the user profilesis adifficult asped of the design and development of intelli gent
agent systems. The automation level of the aqguisition of the user profiles can range from
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manual inpu, through semi-automatic procedures (stereotyping and training sets), to the
automatic recognition by the agents themselves. In the latter case, automatic recognition, it is
not considered an initial profile generation technique, but the initial profile starts without data
(empty —seesedion 5.1) andit is constructed in aimplicit way (see sedion 6.3).

Table 4 shows the initia profil e generation techniques used by the different analyzed systems.

NAME TECHNIQUE
ACR News Training Set
Amalthaea Manual
Anatagonomy Empty
Beehive Empty
Bell core Video Recommender Training Set
Casmir Not Specified
Fab Empty
GroupLens Empty
ifWeb Training Set, Stereotyping
InfoFinder Training Set
INFOrmer Training Set
Krakatoa Chronicle Empty
LaboUr Training Set
Let’'s Browse Training Set
Letizia Empty
LifeStyle Finder Stereotyping
Movielens Training Set
News Dude Training Set
NewsWedler Training Set
NewT Training Set
Personal WebWatcher Manual
PSUN Training Set
Re:Agent Manual, Training Set
Recmmmender Training Set
Ringo / FireFly Training Set
SIFT Netnews Training Set
Sitel F Empty
Smart Radio Training Set
Syskill & Webert Manual and Stereotyping
Tapestry Empty
Webmate Empty
WebSail Empty
WebSell Empty
Websift Training Set
WebWatcher Manual

Table4. Initial Profile Generation Tednique of the Systems

5.1. Empty

Some systems do ot care aout the initial profile, but they start with an empty profil e structure
(eg., [Chen and Sycara, 1997, [Baabanovic and Shoham, 1997 and [Cunningham et al.,
2001]). Thereis noinitial phase, the profil e structure is filled through an automatic reaognition
method when the user begins the interadion with the system.

5.2. Manual
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The system asks users to register their interests in the form of keywords, topics and so on. One
of the advantages of this method is the transparency of the system behavior. When items have
been delivered to a user, the user can usually easily guesswhy ead item was delivered. One
problem with this method, though, is that it requires much effort on the part of the user. Another
problem is that people canot necessarily spedfy what they are interested in becaise their
interests are sometimes UNCoNScious.

Which are your
interests ?

Artificial Intelligence,
Neural Metworks,
Genetic Algorithms,

Decision Trees, ...

N
Y

Figure 6. Manual Initial Prafile Generation

Few systems use this technique, Sift Netnews [Yan and Garcia-Molina, 1999, NewT [Sheth
and Maes, 1993 and Amalthaea [Moukas, 1997. WebWatcher (JArmstrong et a., 1995 and
[Joachims et al., 1997]) can be considered a speda approadc to this technique. Every time the
user wants to use WebWatcher, the system requires that he describes his interests by means of
spedfic words in arder to adapt the profile to his needs. These words are used in every sesson
astheinitia profile.

Moreover, due to the changing interests of the user, the systems need further effort in manually
updete the profile. For instance, in the Sift Netnews [Yan and Garcia-Malina, 1995, when the
user wants to include/exclude one of the interests contained in his profile, he has to modify it by
hand. Thus, this method requires much effort on the user behalf and, therefore, the profileisless
acarate. A manua technique is maybe ore suitable & an automatic method for profile
definition, as it is used in Re:Agent [Boone, 199§. In such system, the user has the option to
change his profil e by hand apart from the automatic procedure.

5.3. Stereotyping

The aedion of an initial model can be regarded as a dasdficdion problem, aimed at generating
initial predictions about the user [Kobsa d al., 200]]. The user model is initialized by
classfying users in stereotypicd descriptions [Rich, 1979, representing the fedures of clases
of users. The use of stereotypes in computer systems for maintaining models of their users was
introduced by Rich with the system Grundy [Rich, 1979. Typicdly, the data used in the
clasdfication is demographic data and the user is asked to fill out a registration form: record
data (name, address phone number, etc.), geographic data (areacode, city, state, country), user
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charaderistics (age, sex, education, disposable income, etc.), psychographic data (e.g., data
indicaing lifestyle), user qualifying data (frequency of product/service usage, etc.) and
registration for information off erings, participation in raffles, etc.

N Age 28
How ald are you? Job: Secretary
What do you do? City: Barcelona
Wher_e do you live? Hobbies: Shopping
Whrl]ohbgre ){;our Married: No
obbies®
Stereotype Are you married?
DataBase

Figure 7. Initial Profile Generation through Stereotyping

An example is the method implemented by Krulwich in the LifeStyle Finder [Krulwich, 1997
which uses a commercially available database of demographic data that encompasss the
interests of people nationwide. The demographic generalizaion approach for user profiling
proposed by Krulwich consists of several steps: first, given a set of inpu data, the set of
demographic caegories to which the user is most likely to belong is computed. If only one
caegory matches, all the data available for the cdegory are used as a broad profile of the user,
and the process ends. If more than one cdegory matches the user data, the demographic
variables whose values are similar in al the matching caegories form a partia profile of the
user. In this way, the demographic variable that best diff erentiates the matching categories can
then be used to prompt the user for further information and the set of matching categories can be
fed bad into subsequent iterations of the dgorithm to be refined. In this way, the method can
converge on asingle matching cluster with a dose to minima humber of interadions.

Other systems which use this technique ae ifWeb [Minio and Tas, 199€, and Syskill &
Webert [Pazzani et al., 1996 and[Ardisono et d., 1999.

The shortcoming o this technique is the difficulty of providing personal data by the users.
Internet users normally avoid engaging in arelationship with Internet sites. Thisis mostly due to
a lak of faith in the privacy policy of today’s web sites. Normally, users either withhold
personal data or provide false data.

5.4. Training Set

One gproad isto ask the user for some explicit examples which are relevant or irrelevant for
the user’'s interests (e.g., [Sorensen and McElligatt, 1999 and [Boone, 199§). Another
approach isto ask the user for rating a set of predefined examples (e.g., [Good et a., 1999 and
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[Shardanand and Mases, 1994). Oncethe user has given the gpropriate information, the system
processes the data with one of the learning techniques explained on sedion 7.

So. if you like these

documents and you don't I like this group

like these other ones. | and | don't like

can infer that your this other one.
interests are .. Do you like these

docurments?

p???
_

Figure 8. Initial Profile Generation through a Training Set

This mode has the alvantage of simplified handing. It has the disadvantage and the danger that
the seleded examples are not representative and the results are less predse. Normally the
leaning processis of high computational complexity. Some of the systems which use this
technique ae ACR News [Maobasher et a., 2000, Letizia [Lieberman, 1999, FireFly
[Shardanand and Maes, 1995 and LaboUr [Schwab et a., 2001].

6. Relevance Feedback

Human interests change & time passs. For example, a father can be very interested in baby's
stuff just after childbirth, but this interest gradually deaeases over time. Therefore, the user
profil e needs up-to-date information to update the user’'s interests automaticdly. In this edion,
severa waysto dbtain thisinformation are presented. Then, in a next sedion we will seehow to
use thisinformation to update the user profil es.

Typicdly, systems use positive information (items liked by the user) to infer the user profile.
However, some systems (e.g., [Holte and Yan, 1996G) use rules for negative inference (i.e.,
inferring fedures that the user is not interested in). Authors claim that when added to their
original learning apprentice, these produce adramatic improvement in performance. Results
show the new system is more than twice & effedive & identifying the user’s search goa and it
ranks the target much more acarately at all stages of seach. However, there ae afew systems
that cannot take into acount the negative inference becaise the system acaracy is likely to
deaease (e.g., [Schwab et a., 200Q). Thus, we can conclude that it depends on the system.

The most commonly way to dotain relevance feadbadk from the user are assmbled in two main
groups: information given explicitly for the user an information observed implicitly as from the
user interadion with the Internet. Moreover, some systems propose implicit/explicit hybrid
approaches. Table 5 shows the relevance of feedbad techniques used by the different analyzed
systems.
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NAME TECHNIQUE
ACR News Implicit (Navigation History)
Amazon Explicit (Ratings), Implicit (Purchase History)
Amalthaea Explicit (Ratings)
Anatagonomy Explicit (Ratings), Implicit (Scrolling, Enlarging)
Beehive Implicit (Mail History)

Bell core Video Recommender

Explicit (Ratings)

Casmir Explicit (Ratings)

CDNow Explicit (Ratings), Implicit (Purchase History)

Fab Explicit (Ratings)

GroupLens Explicit (Ratings, Text Comments), Implicit (Time Spent)
ifWeb Explicit (Ratings)

InfoFinder Explicit (Ratings)

INFOrmer Explicit (Ratings)

Krakatoa Chronicle Explicit (Ratings), Implicit (Saving, Scrolling, Time Spent, Maximizing,

Resizing, Peeking)

LaboUr Implicit (Links, Time Spent)

Let’'s Browse Implicit (Links, Time Spent)

Letizia Implicit (Links, Time Spent)

LifeStyle Finder Explicit (Ratings), Implicit (Purchase History)

Moviel ens Explicit (Ratings)

News Dude Explicit (Like/Dislike, | already know this, Tell me more)
NewsWeeder Explicit (Ratings)

NewT Explicit (Like/Dislike)

Personal WebWatcher Implicit (Links)

PUN Explicit (Ratings)

Re:Agent Nothing

Recmmmender Explicit (Ratings)

Ringo / FireFly Explicit (Ratings)

SIFT Nethews Explicit (Like/Dislike)

SitelF Implicit (Links)

Smart Radio Explicit (Ratings), Implicit (Saving)

Syskill & Webert Explicit (Ratings)

Tapestry Explicit (Like/Dislike, Text Comments), Implicit (Forwarding)
Webmate Explicit (Like/Diglike)

WebSail Explicit (Like/Dislike)

WebSell Explicit (Not Spedfied)

Websift Implicit (Navigation History)

WebWatcher Explicit (Goal Reached), Implicit (Links)

Table 5. Relevance Feadback Tednique of the Systems

6.1. Nothing

Some systems do ot update the user profile auitomaticdly, thus, they do rot neal relevance
feadbadk. All the systems that update the user profile manually (see sedion 8.2), does not neel
relevance fealbadk. Of course, neither do the systems that never modify the profile.

For instance, SIFT Netnews creates an initial profile of the user and it does not updaie it
automaticaly over the time. However, the user can modify his profile by hand.
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Figure 9. No Relevance Feedback

6.2. Explicit

In severa systems, users are required to explicitly evaluate items. These evaluations indicae
how relevant or interesting thisitem is to the user, or how relevant or interesting the user thinks
a item is to aher users [Rich, 1979. Explicit feedbadk has the alvantage of simplicity.
Furthermore, in experimental systems explicit feedbad has the added advantage of minimizing
one potential source of experimental error, inference of the user’s true readion. Severa papers
exhibit the outperform of the systems achieved with the expili cit relevancefeedbadk ([Salton and
Buckley, 1990 and [Buckley and Salton, 1995).

QK I you

like this
document,
you are
interested
in ..

Do you like the
Yes, | like document you are

it so much Il reading?

Figure 10. Explicit Relevance Fealback

But in pradicd appli cations explicit feedbad has threeserious drawbads:

» Firdt, the relevance of information is always relative to the changing information need of a
user, and information environments relevance judgements of individual items are typicdly

27



Miquel Montaner A Taxonomy of Personalized Agents on the Internet

assumed to be independent when in fad they are not (e.g., the third read article on the same
topic may simply be rated lower because the first two items satisfied the information need
and the user is judging incremental relevance 4 this point).

» Ancther problem is that numeric scades may not be well suited for describing the readions
humans have on items.

* Thelast problem is that computer users do not supdy many ratings on the items presented
to them, particularly the negative ones. Pazzani et al. report that only 15% of the users
would supply interest ratings even though they were encouraged to do so [Pazzani and
Bill sus, 1997. Users are generaly very reluctant to perform adions that are not directed
towards their immediate gaals if they do not recave immediate benefits, even when they
would profit in the long run [Carroll and Rosson, 1987.

We can classfy the explicit relevance feedbad in three groups: like/dislike, ratings and text
comments.

6.2.1. Like/Dislike

Users are required to explicitly judge items in a binary scde, i.e., clasify an objed as
“interesting” or “not interesting”, as “relevant” or “not relevant” or as “like” or “hate”. For
instance in the WebSail system [Chen et al., 2000 ead document URL is preceaded by two
radio buttons for the user to indicate whether the document is relevant to the searcch query or
not.

Bill sus and Pazzani propose adifferent approacd in the News Dude system [Bill sus and Pazzani,
1999]. They consider that if an intelli gent information agent is to be used as a personal asdstant,
which gradually leans about our interests and retrieves interesting information, the
communications of the preferences ould not limit to rate items as interesting/not interesting.
For example, we might want to tell the agent that we dready know about a certain topic or
request information related to a certain story. Thus, the user can rate aitem aso with a “I
already know this’ or a“Tell me more”.

6.2.2. Ratings

Clasgfying items with binary judgements (e.g., interesting/not interesting) sometimes is not
enough, thus, systems require ratings in a discrete scde. The rating scde is typicadly numeric
(e.g., the web baokstore Amazon.com [Amazon] offered users the opportunity to rate books in
various categories on a 5-point scde) or symbolic with a mapping to a numeric scde (e.g., in
Syskill & Webert [Pazzani et al., 1996 users have the posshility to rate aWeb page & “hot”,
“lukewarm”, or “cold”).

6.2.3. Text Comments

Several sites encourage text comments from their users (e.g., Grouplens [Resnick et al., 1994
and Tapestry [Goldberg et al., 1997). Systems gather comments about a single item and present
these & a means to fadlit ate the dedsion-making process While text comments are helpful,
they require afair amount of processng by the targeted user. The user must read ead paragraph
and interpret to what degree it is positi ve or negative.
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6.3. Implicit

Implicit feedbadk means that the system automaticdly infers pasgvely the user’'s preferences
from nonitoring the user’s adions. [Chatterjee ¢ al, 1998 prove empiricdly that the user
interests can be inferred from his behavior. This is mainly due to the fad that motivating web
consumers to provide persona data is proving very difficult. Users are unlikely to engage in
additional efforts even when they know that they would profit in the long run [Carrol and
Roson, 1987. Conclusions about user’'s interest should therefore not rely very much on user
explicit feedbadk, but rather take passve observations about users into account as far as
possble.

OK M You have spent a
[0t of time reading this
page. 50 you are
interested in ... o

Figure 11. Implicit Relevance Feedback

The implicit feedbadk was ealy defined by [Rich, 1979, and the first system was implemented
by [Mitchell et a., 1989. Sincethen, alot of systems implement implicit user profile leaning
in their approadhes (e.g., [Stefani and Strappavara, 1998 and [Schwab et al., 200]]) and, even,
some systems combined it with the explicit feedbadk ones (hybrids, seesedion 6.4).

The implicit methods mostly used in the state of the at to dbtain relevance feedbadk from the
user are analyzing the foll owed links, a history of purchases, web navigation or e-mail s and the
time spent in a particular web page.

6.3.1. Links

In the World Wide Web environment, when a user click on alink makes a choice, if competitive
links are available on the aurrent page. Hyperlinks whose documents were visited by the user
are considered to be positive examples and all the others negative ones of its interests (e.g.,
[Lieberman, 1993 [Mladenic, 1996]). The ideais that al hyperlinks were presented to the user
and the user chose to visit some of them that met his interests. For example, on an e-commerce
site the user may seled one of the products offered on a page to real a more detailed
description. Such seledive adions can be regarded as indicaors of interests and preferences.
For instance WebWatcher [Joachims et al., 1997 monitors link selection on Web pages to
annotate the most relevant links on ead page.
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Another asped to take into account is that if the user returns immediately without having either
saved the target document, or followed further links, an indicaion of disinterest can be asumed.
Thus, the time wasted exploring the documents (see sedion 6.3.3) combined with the seleded
links can improve dramaticdly the results [Lieberman, 1995.

Some papers claim that in a general approad the esumption that links not seleded are negative
examples is not vaid (e.g., [Schwab et a., 200q and [Schwab et a., 2001). It is a common
situation that objeds are overlooked, and it is imposdble to have a overview of al relevant
objeds. Sometimes pages that are not visited at the moment may be visited at a later point, and
sometimes they are ignored forever even when the user is interested in them sinceit is too time
consuming o simply not possble to follow every interesting link. Therefore, classfying the
objeds not visited as negative examples sansto be adangerous assumption.

6.3.2. History

Purchase history in e-commerce (e.g., [Amazon], [CDNow] and [Krulwich, 1997), navigation
history in WWW (e.g., [Codey et a., 1999 and [Maobasher et al., 200Q) or mail boxes in e
mail (e.g., [Huberman and Kaminsky, 1994) are generaly regarded as drong indicaors for
user’s interests. Analyzing the content of the items contained in the history, we can get relevant
information representing the user’ s interests.

For instance, in e-commerce, if the austomer relationship applicaion uses an underlying feaure-
based model, the asumption is made that a purchase is a strong indicator of interest in some of
the feaures of the purchased product. Of course, there is no one-to-one mapping o purchases
and interests gnce, for example, customers purchase items for other people (e.g., as gifts) and
becaise people may arealy own an avail able item. Amazon attempts to addressthis isaue by
disregarding purchases with shipping addresses that are diff erent from the user’ s address and by
encouraging customers to indicae that they already own a particular item.

6.3.3. Time Spent

[Morita and Shinoda, 1994] applied statisticd analysis on the llected data and concluded that
amajor fador that influence the time spent for an article is the preference of the user for the
article. The results from their analysis concluded that there is a strong tendency to spend a long
time to real articles that are rated interesting and to spend littl e time on not interesting articles.
They discovered that interpreting as "interesting" articles, on which the reader spent more than
20 seconds reading produced better recdl and predsion (seesedions 11.2.2 and 11.2.3) in atext
filtering experiment than using documents explicitly rated by the user as interesting.

[Konstan et al., 1997 initial studies show that we can obtain substantially more ratings by using
implicit ratings. Their results point and that predictions based on time spend realing are nealy
as acarate & predictions based on explicit numericd ratings. They also provide large-scde
confirmation of the work of Morita and Shinoda in finding the relationship between time and
rating without regard for the length of the aticle holds true.

Sakagami and Kamba daim that the time spent is intuitively reasonable becaise we tend to
spend more time reading interesting articles than unnteresting ones [Sakagami and Kamba,
1997]. In their experiment, however, they asked the subjeds “to do nothing but read articles’,
that is“not do ather things such as leaving the terminal awhile to get a aup d coffee or reading
newly arrived e-mail messages’. We cannot generali ze these experimental results to red-world
settings where users are distraded and interrupted [Oard and Marchionini, 199€, since
measurement of effedive viewing timeis difficult. It is often impossble to tell whether the user
has been present in front of the computer screen and looked at a spedfic item within a spedfic
time interval. These conditions how the limitations of their method. In actual situations, we
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often receive e-mail and telephone cdls and we ae subjeded to aher interruptions. Therefore,
the time spent method is not sufficiently pradicd.

However, viewing time can serve as negative evidence [Kobsa € al., 2007]]. If the presentation
time (and thus the maximal viewing time) of a document is below a certain threshold, then the
information on that page is most likely to be not interesting to the user. For instance if the
download of a Web is aborted or if the user presses the Back button shortly after the page
download commenced, this may be regarded as an even stronger indicaor that the user is
adually not interested in the item just seleded (provided that the download time was within an
acceptable limit).

6.3.4. Others

There ae many other examples for confirmatory adions. For documents like Web pages, news
articles or email messages, it is interesting to monitor whether the user does any further
processng adion. For example, saving a document ([Kamba d al., 1993), printing a document,
bookmarking a Web page, deleting a document, replying or forwarding an e-mail [Goldberg et
a., 1997, or scrolling, maximizing, minimizing o resizing the window containing the
document or the Web page ([Kamba d al., 1995, [Sakagami et a., 1997). Since these adions
are performed under the control of the gplication, they can be registered and evaluated to lean
the user profile.

However, [Kobsa d a., 2001 do not recommend a universal logging o usage data on the
micro-interadion level, such as the tradking of mouse movements within applets, unless the
purpose of the login has already been spedfied (e.g., for determining user's interest in page
segments, like in systems of [Sakagami et a., 1997). The amount of data colleded is very
large, the mmputation needed to derive recommendations for adaptations is extensive, and the
confidencein the suitabilit y of these adaptationsis likely to be relatively low. However, it seems
promising to experiment with such datain smaller, laboratory contexts to drive the development
of new methodsin thisarea

6.4. Hybrid

The limited evidence available suggests that implicit feedbadk has grea potential but its
effediveness remains unproven. As it is common in many technologies the best performing
system results of combining several existing technologies, in this field implicit feedbad can be
combined with existing explicit feedbad systems to form a hybrid system. Providing implicit
feedbadk gredly decreases the user’s efforts, whereas providing explicit feedbadk helps the
system to infer user preferences accurately.

One gproach of such combination is to use implicit data & a ded on explicit ratings [Nichols,
1997]. For instance if an evaluator is explicitly rating an item then there should be some
implicit datato confirm that he has actually examined it. If there is no evidence to suggest that
the evaluator has examined an item then perhaps their rating should be ignored, or reduced in
importance. Conversely, an evaluation with a relatively long “examine time” may be increased
in importance

A different case is Anatagonomy [Sakagami et a., 1997. Giving explicit feedbad is optional,
and it should only be used when they wish to show explicit interest. WebWatcher [Joachims et
al, 1997, LifeStyle Finder [Krulwich, 1997, Krakatoa Chronicle [Kamba & al., 1999,
GroupLens [Resnick et al., 1994, CDNow [CDNow] and Amazon [Amazon] also use hybrid
relevance feadbad.
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Yousay "l like it" but you
have spent only few
seconds reading it. Maybe
you just have alittle
interest in it !l

oo p-;) "-') .;)

Yes, | like >
it 5o much !l

Do you like the
document you are
reading?

Figure 12. Hybrid (Implicit/Explicit) Relevance Feedback

7. Profile Learning Techniques

The previous fdion describes urces of information that are potentially representative of the
user interests. This sdion details sveral techniques to build a user profil e through these data.
These techniques can be seen as a previous gep to represent the user profile. Typically, the
relevance feedbadk is processed to dotain the genera preferences of the user. However, not all
the systems apply a learning method to build a profile. Some systems just keep as a profil e the
relevance feadbadk without any processng.

Besides, when the relevance feedbad is composed by text without structure, it is necessary a
first step before leaning a profile. It consists in to apply some information retrieval technique to
extrad structured relevant information. Some systems just use a1 information retrieval
technique to lean a profile and represent it as a structure of indexed words, athough the
information retrieval techniques cannot be mnsidered artificia intelli gence techniques, since
they just index words.

Some systems have an off-line phase during which they lean a model of a user behavior, and
then an online phase during which they apply the model in red time. Most systems, however,
use alazy learning approach (online), in that they build and update the model while making
recommendations in red time. Offline leaning methods may prove pradicd for environments
in which knowledge of consumer preferences changes dowly with resped to the time needed to
build the model but are not suitable for environments in which consumer preference models
must be updated rapidly or frequently.

This sdion is dructured as follows. First, the typicd systems that need no profile leaning
techniques are briefly explained. Then, since the relevance feadbadk of some systems is
composed by text, the information retrieval techniques used in these systems are summarized.
Finally, the most commonly profile leaning techniques are reviewed: data mining and
clasdfiers. Table 6 shows the profil e learning techniques used by the diff erent analyzed systems.
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NAME TECNIQUE
ACR News Data Mining (Induction Rule Leaning, Clustering)
Amazon Not Necessary
Amalthaea Fedure Selection (Stemming), Frequency Vedor SpaceModel Method (TF-
IDF)
Anatagonomy Frequency Vedor SpaceModel Method (TF-IDF)
Beehive Data Mining (Clustering)

Bellcore Video Recommender

Not Necessary

Casmir

Simple Positive Reinforcement, Simple Positive Reinforcement with Query
Keyword Overriding, Positive and Negative Reinforcement, Positive and
Negative Reinforcement with Query Keyword Overriding

CDNow Not Necessary

Fab Frequency Vedor SpaceModel Method (TF-IDF)

GrouplLens Not Necessary

ifWeb Fedure Selection (Stop-Words, Stemming, ...)

InfoFinder Fedure Selection (Heurigtics), Decision Tree(1D3)

INFOrmer Feaure Selection (Stop-Words, Stemming, ...)

Krakatoa Chronicle Frequency Vedor SpaceModel Method (TF-IDF)

LaboUr Feaure Selection (Pruning, Weighting Words), Boolean Vedor SpaceModel
Method

Let’s Browse Frequency Vedor SpaceModel Method (TF-IDF)

Letizia Frequency Vedor SpaceModel Method (TF-IDF)

LifeStyle Finder Not Necessary

MovieLens Frequency Vedor SpaceModel Method (TF-IDF), Data Mining (Induction
Rule Leaning - Ripper)

News Dude Short Term: Frequency Vedor SpaceModel Method (TF-IDF), Long Term:
Boolean Vedor SpaceModel Method

NewsWeeder Frequency Vedor SpaceModel Method (TF-IDF), MDL

NewT Fedure Selection (Stop-Words, Stemming), Frequency Vedor SpaceModel

Method (TF-IDF)

Personal WebWatcher

Frequency Vedor SpaceModel Method (TF-IDF)

PSUN Feaure Selection (Stemming), N-Gram Induction (Schank, Hebian Learning
and Minds & Minsky)

Re:Agent Fedure Selection (Stop-Words), Frequency Vedor SpaceModel Method (TF-
IDF), Data Mining (Clustering), Neural Network

Remmmender Data Mining (Induction Rule Leaning - Ripper)

Ringo / FireFly Not Necessary

SIFT Netnews Boolean Vedor SpaceModel Method, Frequency Vedor SpaceModel Method
(TF-IDF)

SitelF Fedure Selection (Stop-Words, Stemming, ...)

Smart Radio Not Necessary

Syskill & Webert Feaure Selection (Stop-Words), Boolean Vedor SpaceModel Method,
Frequency Vedor SpaceModel Method (TF-IDF), Dedsion Tree(ID3)

Tapestry Not Necessary

Webmate Frequency Vedor SpaceModel Method (TF-IDF)

WebSail Frequency Vedor SpaceModel Method (TF-IDF)

WebSell Not Necessary

Websift Data Mining (Inducted Rule Leaning)

WebWatcher Frequency Vedor SpaceModel Method (TF-IDF), Winnow, WordStat,

Random

Table 6. Profile Learning Tedhnique of the Systems

7.1. Not Necessary

Some systems keep as a user profile the information diredly aaquired from the system, thus,
they do not need a profile learning technique. Mainly, three kinds of systems do not need a

profil e learning method:
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« Systems that aqquire the information of the user profile from a database. For instance,
eledronic commerce systems (JAmazon], [CDNow], [Cunningham et a., 2001)) that extrad
the information from a database of products and keep as a profile apurchase list (seesedion
4.1).

« Collaborative filtering systems ([Goldberg et al., 1999, [Resnick et a., 1995, [Shardanand
and Maes, 1999) that ke as a profile amatrix with the user-item ratings (seesedion 4.7).

* Systems that create an initial profile through stereotyping (see sedion 5.3) and d not
modify it ([Krulwich, 1997). Thisisthe cae of demographic filtering systems (see sedion
3.1).

The systems that do not need a profile leaning technique ancentrate the information filtering
tasks on the profil e-item or profil e-profil e matching tedhniques.

7.2. Information Retrieval Techniques

Typicdly, the source of the information to generate a user profile is not structured, but it is a
text document like an e-mail, an eledronic new or a Web page. A technique to extrad relevant
information from the unstructured text documents is needed. Thus, the information retrieval
techniques are suitable since they automate the process of examining text documents to extrad
structured relevant information. Such processis based in two main steps: feaure seledion and
information indexing.

7.2.1. Feature Selection

A problem with observation data is that the dimensionality of the structures describing the
document still is rather large. Learning under these conditions is not pradicd, becaise the
amount of data nealed to approximate a wncept in d dimensions grows exponentialy with d.
Hence there is a nead for dimensionality reduction. If we dedde to ignore dl the alditional
information and wse the statisticd indexing approach (see sedion 7.2.2), we still end upwith
severa tens of thousands of different words that occur in our documents. Not only is using all
these words time-consuming but also many of them are not redly important for our learning
task.

Furthermore, Schwab et al. claim that every user has different interests and, therefore, also
different feaures are important to her. In this way, feaure seledion should be individualized
and be performed individually for each user [Schwab et al., 2001].

There ae several approaches to reduce number of different words: stop-words, pruning,
stemming, word weighting and latent semantic indexing.

7.2.1.1. Stop-Words
In the text documents normally there are a list of frequently occurring words that typicdly are
not very relevant to classficaion problems [Kowalski, 1997. Words on the stop list (e.g., the,

is, very, and if) are aways excluded from consideration as informative words ([Riordan and
Sorensen, 1999, [Stefani and Strappavara, 1998, [Pazzani et al., 1996).
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7.2.1.2. Pruning

Pruning words can be mnsidered as an evolution of the Stop-Words approach. In this case, apart
from exclude frequent and ot relevant words from the text, the infrequent words are also
excluded ([Cohen, 1995, [Asnicar and Tas®, 1997, [Schwab et ., 2001)).

7.2.1.3. Stemming

Conflation is the term frequently used to refer to mapping multiple morphologicd variants to a
single representation (stem). The premise is that the stem caries the meaning of the @ncept
aswociated with the word and the dfixes (endings) introduce subtle modifications to the concept
or are used for syntadicd purposes. Languages have predse grammars that define their usage,
but aso evolve based upn human usage. Thus exceptions and ron-consistent variants are
aways present in languages that typicdly require exception look-up tables in addition to the
normal reduction rules. Stemming algorithms are used to improve the dficiency of the
information system and to improve recal (see sedion 11.2.2). Several systems use this approach
([Balabanovic and Shoham, 1995, [Moukas, 1997, [Riordan and Sorensen, 1995], [Asnicar
and Tas9, 1997, [Sorensen and McElli gott, 1995 and [Stefani and Strapparava, 1999).

7.2.1.4. Word Weighting

Many approaches introduce some sort of word weighting and seled only the best words
([Armstrong et al., 1999[Pazzai et a., 199G[Mladenic, 1996]). For instance, Schwab et a.
weight the words with the probability of relevance of the feature. The weights are recdculated
with the time to adapt to the changing interests of the user. Therefore, the feaure seledion
changes with the time too [ Schwab et al., 2001]].

7.2.1.5. Latent Semantic Indexing (L SI)

Latent Semantic Indexing [Deerwester et al., 199([ Foltz, 199( is based on the assumption that
there is an underlying o “latent” structure represented by interrelationships between words
[Kowalski, 1997.

The ideais to represent the documents with a description on a more éstrad level. LS| takes
advantage of the implicit higher-order structure of the asciation of terms with articles to creae
a multi-dimensional semantic structure of the information. Through the pattern o co-
occurrences of words, LSI is able to infer the structure of relationships between articles and
words. Singular-value demmposition (SVD) of the term by article a<ciation matrix is
computed producing a reduced dmensionality matrix containing the best K orthoganal fadors
to approximate the original matrix as the model of “semantic” spacefor the colledion. This
semantic spacerefleds the major asciative patterns in the data whil e ignoring some of smaller
variations that may be dues to idiosyncrasies in the word usage of individual documents. In this
way, LS| produces a representation of the underlying “latent” semantic structure of the
information.

7.2.1.6. Others

Krulwich and Burkey Heuristics used heuristics to extrad significant phrases from the
document text [Krulwich and Burkey, 1995. These heuristics are based on the observation that
document authors tend to use syntadic methods to delinede key phrases or ideas in documents,
such as putting them in italics, identifying them with aadonyms, or the like. Some of the
Madhine Learning techniques for feature seledion could also be used [Caruana and Freitag,
1994], but most of them take too long in situations with several tens of thousands of feaures.
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7.2.2. Information Indexing

The items are typicdly represented by some structure of feaures. The feaures are terms,
usually words or concepts that appea in the documents. Asciated with ead feaure thereis a
value (Boolean o real) representing its presence or relevance Threemain information indexing
paradigms can be identified in the Information Retrieva literature: Statisticd Indexing,
Semantic Indexing and Contextual/Structural Indexing. Statisticd Indexing uses frequency of
ocaurrence of words to cdculate the potential relevance of an item. Semantic Indexing
charaderizes the documents and queries $ as to represent the underlying meaning. It
emphasizes natural language processng or the use of Al-like frames. Contextual/Structural
Indexing takes advantage of the structural and contextua information typicadly available in
retrieval systems.

Based on these three paradigms, information structures are extraded. The most commonly
structure used to represent the items is vedors (see sedion 4.2), but several approaches have
proved the useful of a more compli cated structure like a network (seesedions 4.3, 4.4 and 4.5).

7.3. Data Mining

As merchandisers gained the aility to record transadion deta, they started colleding and
analyzing data éout consumer behavior. The ideais to identify potentially useful information
implicit in these records. The term data mining is used to describe the colledion of analysis
techniques used to infer rules from or build models from large data sets.

These techniques have been used during years with important benefits to the databases of the
traditional commercia enterprises. Two main goals of these techniques are to save money by
discovering the potential for efficiencies, or to make more money by discovering ways to sell
more products to customers. For instance, companies are using data mining to discover which
products sl well at which times of yea, so they can manage their retail store inventory more
efficiently. Other companies are using data mining techniques to discover which customers will
be most interested in a spedal offer, reducing the wsts of dired mail or outbound telephone
campaigns. The ideais to apply these techniques to the dedronic commerce with the same
purposes.

Typicdly, data mining has two phases. the leaning phase and the use phase. The leaning
phase, the data mining system analyzes the data and bulds a model of consumer behavior (e.g.
association rules). This phase is often very time-consuming and may require the adstance of
human analysts. Thus, these techniques may prove pradicd for environments in which
knowledge of consumer preferences changes dowly with resped to the time needed to build the
model but are not suitable for environments in which consumer preference models must be
updated rapidly or frequently. After the model is build, the system enters a use phase where the
model can be rapidly and easily applied to consumer situations.

When we want to apply the data mining tedhniques in the profili ng field, some questions come
up in our minds: Is there useful data (i.e., preferences) hidden in the adivity records? Can the
data be extraded accurately and efficiently? Is the extraded data of high quality? Severa papers
prove that the data mining techniques, well-known in other fields, are dso very useful in this
field ([Etzioni, 1994, [Codey et al., 1999 and [Mobasher et a., 2000).

There ae a lot of data mining techniques, but the most commonly used are induction rule
leaning and clustering.
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7.3.1. Induction Rule Learning

One of the best-known examples of data mining techniques is the discovery of association rules
by inductive learning. The asociation rule discovery methods initially find groups of items
ocaurring frequently together in many transadions. Such groups of items are referred to as
frequent item sets [Mobasher et al., 200(. Association rules capture the relationships among
these items based on their patterns of co-occurrence acosstransadions.

The number of posgble ssciation rules grows exponentially with the number of items in a
rule, but constraints on confidence and support, combined with algorithms that build asociation
rules with itemsets, reducethe dfedive search space They are more commonly used for larger
populations rather than for individual users.

Some examples of inductive leaning techniques are Ripper [Cohen, 1995b], Slipper [Cohen and
Singer, 1999, CN2 [Clark and Niblett, 1989 and C4.5rules [Quinlan, 1994].

7.3.2. Clustering

Traditional coll aborative filtering techniques are often based on matching the aurrent user
profile against clusters of similar profil es obtained by the system over time from other users (see
sedion 10.3). A similar technique can be used in the @ntext of Web personali zation by first
clustering user transadions. However, in contrast to collaborative filtering, clustering user
transadions based on mined information from accesslogs does not require explicit ratings or
interadion with users. Standard clustering algorithms generally partition the transadions gace
into goups of items that are close to each other based on a measure of distance In sedion 10.3
there is a brief survey of clustering techniques applied to user clustering into coll aborative
filtering.

7.4. Classifiers

Clasdfiers are general computational models for assgning a category to an input. Clasgfiers
have been quite succes<ul in a variety of domains ranging from the identification of fraud and
credit risks in financia transadions to medicd diagnosis to intrusion detedion. To buld a
recommender system using a dasdfier is to use information about the item and the user profile
as the inpu, and to have the output category represent how strongly to recommend the item to
the user. Clasdfiers may be implemented using many different madiine leaning strategies
include neural networks (see sedion 4.6.1), dedsion trees (see sedion 4.6.2) and Bayesian
networks (seesedion 4.6.4).

7.4.1. Neural Networks Learning

Learning in neural networks is achieved by training the network with a set of data. Each inpu
pattern is propagated forward through the network and adive output cdls represent the interest
of the user. When an error is deteded it is propagated backward adjusting the cdl parameters to
reduce the aror, thus achieving learning. Neural networks can be @nsidered as function
approximators based on sums of nonlinea, typicdly sigmoidal, basis functions. This technique
is very flexible and can acammmodate awide range of distributions. A major risk of neura
networks isthat they can overfit by learning the charaderistics of the training data set and rot be
generalized enough for the normal inpu of items. In applying training to a neural network
approach, a validation set of items is used in addition to the training items to ensure that
overfitting has not occurred. As ead iteration of parameter adjustment occurs on the training
set, the validation set is retested. However, becaise badkpropagation is a gradient descent
algorithm, they can be slow to train.
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7.4.2. Decision Trees Learning

Dedsion treelearning is a method for approximating discrete-valued target functions, in which
the leaned function is represented by a dedsion tree The leaned trees can also be represented
as a set of if-then rules. Dedsion tree leaners build a dedsion tree by reaursively partitioning
examples into subgroups until those subgroups contain examples of a single dass A partition is
formed by a test on some atribute (e.g., is the feaure database egual to 0). The leaner seleds
the test that provides the highest gain in information content. The most used dedsion tree
learner applied to the profiling isthe ID3 [Quinlan, 1983].

7.4.3. Bayesian Networks Learning

A Bayesian network learner algorithm is applied to a set of training data, searching over various
model structuresin terms of dependencies for ead item. In the resulting network, ead item will
have aset of parent items that are the best predictors of its votes. A dedsion tree encoding the
conditional probabiliti es for that node represents ead conditional probability table. The model
can be build off-line over a matter of hours or days. Thus, this technique may prove pradicd for
environments in which knowledge of consumer preferences changes dowly with resped to the
time needed to build the model but are not suitable for environments in which consumer
preference models must be updated rapidly or frequently.

7.5. Inductive Logic Programming (ILP)

Inductive logic programming lies at the intersedion of madine leaning and computational
logic, as used in logic programming. It combines indwctive madine leaning with the
representations of computational logic. Computational logic is a more powerful representation
language than the dasdcd attribute-value representation typicdly used in machine leaning.
This representational power is useful in the context of learning user preference models, because
in this way more complex types of user preferences can be deteded and described. Another
advantage of inductive logic programming is that it enables the use of badgroundknowledge in
the induction process An ILP system takes as input examples and badkground knowledge and
produces hypotheses as output. There are two forms of induction: Predictive induction starts
from a set of classfied examples and a badkgroundtheory, and the am isto induce atheory that
will classfy all the examplesin the gpropriate dass Descriptive induction starts from a set of
unclasdfied examples, and aims at finding a set of regularities that hold for the examples. The
advantages and dsadvantages of ILP in user preference modeling are discussd in [Dastani et
al., 200qQ.

7.6. Others

Several systems implemented diff erent techniques and exhibit their performancein personali zed
environments. This is the cae of Lang, which applied a Minimal Description Length in his
NewsWedea reammmendation system. This technique is a tradeoff between model complexity
and training error [Lang, 1995. Pazzani et a. lean the user profile of Syskill& Webert with the
TF-IDF approad, but they also used Winnow, WordStat and Random approacd to compare the
results [Pazzani et a., 1994. Winnow leans a Boolean concept represented as a single linea
threshold function of the instancefeaures. Weights for this threshold function are learned using
a multi plicaive update rule. WordStat attempts to make aprediction whether a link is foll owed
based diredly on the statistics of individual words. Finaly, they also introduced a random
approach. It consists in arandom choice of one link on the page with uriform praobability. Itsis
typicdly used to provide abaseline measure ggainst which to compare other techniques.
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8. Profile Adaptation Techniques

Since personali zed systems typicdly involve interaction over long periods of time, user interests
cannot be asaumed to stay constant. This normally means that the most recent observations
represent the aurrent user’s interests better than older ones. Therefore, there is a neal of a
technique to adapt the user profile to the new interests and to forget the old ones. This is
esentia if more and more people aeto useit.

There ae severa approaches to adapt the user profil e to the new interests: manually, just adding
the new information, with atime window, aging examples, combining a short-term and a long-
term model, a gradual forgetting function or the natural seledion for emsystems of agents.
Table 7 shows the profil e adaptation techniques used by the different analyzed systems.

NAME TECHNIQUE
ACR News Add New Information
Amalthaea Natural Selection, Gradual Forgetting Function
Anatagonomy Add New Information
Beehive Add New Information
Bell core Video Recommender Add New Information
Casmir Add New Information
Fab Natural Selection
GroupLens Add New Information
ifWeb Gradual Forgetting Function
InfoFinder Add New Information
INFOrmer Add New Information
Krakatoa Chronicle Add New Information
LaboUr Gradual Forgetting Function
Let's Browse Add New Information
Letizia Add New Information
LifeStyle Finder Add New Information
Movielens Add New Information
News Dude Short-term and Long-term Models
NewsWeeder Add New Information
NewT Natural Selection
Personal WebWatcher Add New Information
PSUN Natural Selection
Re:Agent Manual
Recommender Add New Information
Ringo / FireFly Add New Information
SIFT Netnews Manual
Sitel F Gradual Forgetting Function
Smart Radio Add New Information
Syskill & Webert Add New Information
Tapestry Add New Information
Webmate Add New Information
WebSail Add New Information
WebSell Add New Information
Websift Add New Information
WebWatcher Add New Information

Table7. Profile Adaptation Tednique of the Systems
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8.1. Nothing

Some systems do rot care @out the profile alaptation (spedaly the first ones), they asdgn an
initial profile to the user and keep it unchanged over time. Particularly this was the cae of
systems that asdgned an initial profil e using the stereotyping technique and this was not updated
any longer. State of the at implementations do not use this approach, for this resson no
examples can be referenced.

8.2. Manual

In some systems, the user has to change the profile when he is interested in updating it. For
instance, in the Sift Netnews [Yan and Garcia-Molina, 1995, when the user wants to
include/exclude one of the interest contained in his profile, he has to modify it by hand. Thus,
this method requires much effort on the part of the user and, therefore, the profile is less
acarate.

Like the manual initial profile generation (see sedion 5.2), this approach has two important
problems: it requires much effort on the part of the user and people canot necessarily spedfy
what they are interested in becaise their interests are sometimes unconscious. Therefore, the
manual updeating turns out to be difficult when the requirements change quickly.

8.3. Add New Information

This approadh is the most commonly used in the arrent systems, however it does not forget the
old interests. The ideais to updhte the user profile ading to it the new information extracted
from the user relevance fealbadk (see sedion 6). Thus, the profile is adapted to new user’s
interests, but the old ones are not forgotten.

8.4. Time Window

It's the most frequently used approach to ded with the problem of forgetting old interests. It
consists in leaning the description of user's interests only from the latest observations. The
training examples are seleded from a so-called time window, i.e. only the last examples are
used for training [Mitchell et a., 1994. An improvement of this approach is the use of
heuristics to adjust the size of the window according to the aurrent predictive acairacy of the
leaning algorithm [Widmer and Kubat, 1994.

8.5. Aging Examples

Maloof and Michaski implemented a variation of the time window approach [Maloof and
Michalski, 200Q. Instances that are older than a certain age are deleted from the partia
memory. Like the time window, the system only take into aacount the last examples, however,
this approadc totally forgets the observations that are outside the given window or older than a
certain age.
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8.6. Short-Term and Long-Term Model

Bill sus and Pazzani developed an origina approac to handle the profil e adaptation [Bill sus and
Pazzani, 1999]. The originality of this approad is the use of a dual user model consisting o
both a short-term and a long-term model of the user’s interests. The method employs the short-
term model first, becaise it is based on the most recent observations only. Then, the system
alows the user to track news threads that have previously been rated and can label stories as
already known. If astory cannot be dassfied with the short-term model, the long-term model is
used. If the long-term model deddes that the story does not contain sufficient evidence to be
clasdfied, a default score is asdgned. This hybrid user model is useful in domains where the
long-term user’s interests are quite broad and short-term interests change fast, asis the cae for
news gories. Anyway, the short-term model can be considered a time window system (see
sedion 8.4) with the newest observations, and the long-term model as a classc user model
without adaptation to the new interests.

8.7. Gradual Forgetting Function

The @mncept was introduced by [Webb and Kuzmycz, 199 and the main ideabehind it is that
the natural forgetting is a gradual process. Therefore, a gradual forgetting function can be
defined. It should produce aweight for ead observation according its location in the course of
time. They suggest a data aging mechanism that places an initial weight of 1 on ead
observation. A set proportion discounts the weight of every observation ead time another
relevant observation is incorporated into the model. Thus, the most recent observations become
more “important” for the learning algorithms, assuming that they better represent the arrent
users' interests than the older ones. Hence, the system becomes more noise resistant without
losing its ®ensitivity to real changes in interest [Schwab et al., 200]]. Koychev proposes a linea
gradua forgetting function [Koychev, 200q, but it can be gproximated with a any function
(e.0., logarithmic or exponential).

8.8. Natural Selection

The natural seledion approad is associated with the systems that implement an esystem
architedure of agents based on genetic dgorithms (see sedion 12.2). An ecosystem of
spedalized agents competes in parallel giving recommendations to the user. The ewosystem
evolves in the following way: the ajents that produce best results are reproduced with the
crosover and mutation operators and the other ones are destroyed.

9. User profile — Item Matching

Once the user profile containing the user preferences is creded, the next step is to explait it.
Typicdly, the user profile is used to recommend rew items considered relevant to the user.
Content-based filtering systems use adired comparison between the user profile and the new
items. Thus, a user praofile — item matching technique is needed. Several techniques are studied
with the objedive to automate the process of clasdfying items through its content in
relevant/not relevant by computing comparisons between the representation of the user's
interests and the representation of the items. This automated process is succesful when it
produces results smilar to those produced by human comparison of the documents themsel ves
with the adual information need.
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Typicdly, the user profile — item matching techniques used are: a simple keyword matching, the
cosinus smilarity, the CBR, the Naive Bayesian Clasdfier, the neaest neighbor and typical
clasdfiers. Table 8 shows the user profile — item matching techniques used by the different
analyzed systems.

NAME TECHNIQUE

ACR News Itemset and Cluster Similarity Matching

Amalthaea Cosinus Similarity

Anatagonomy Cosinus Similarity

Casmir Pre-Search Request Based Coll aboration, Pot-Seach Informing

Fab Cosinus Similarity

ifWeb Standard Keyword Matching

InfoFinder Boolean Seach Query String

INFOrmer Graph Comparison

Krakatoa Chronicle Cosinus Similarity

LaboUr Bayessan Classfier & Neaest Neighbor

Let's Browse Cosinus Similarity

Letizia Cosinus Similarity

Moviel ens Cosinus Similarity, Inducted Rules

News Dude Short-Term: Neaest Neighbor (Cosinus Similarity), Long-Term: Naive
Bayesian Classifier

NewsWeeder Cosinus Similarity

NewT Cosinus Similarity

Personal WebWatcher Naive Bayesian Classdfier

PSUN Graph Comparison

Re:Agent Neaest Neigbour, Neural Network

Recommender Inducted Rules

SIFT Nethews Dot Product

Sitel F Standard Keyword Matching

Syskill & Webert Naive Bayesian Classfier, Neaest Neigbor, PEBLS, Cosinus Similarity,
Decision Tree

Webmate Cosinus Similarity

WebSail TW2

WebSell CBRwith Neaest Neighbor (Peason r Correlation)

Websift Inducted Rules and Pattern Matching

WebWatcher Cosinus Similarity

Table 8. User Profile-ltem M atching Tednique of the Systems based on Content-Based
Filtering

9.1. Standard Keyword Matching

Standard keyword matching consist in a simple count of the terms which are simultaneously
present in the document representation and in the user model [Stefani and Strapparava, 199§.
But, this model has ome problems for the synonymy and dural meanings of some words. A ot
of words describe different concepts if used in dfferent contents. For example the words
“system”, “expert” and “operative’: the first and the second word can occur in a document
about expert systems, while the first and the third can be found in operative system pages. So
the “system” word can have more than one meanings, depending on the cntext in which is
used.

9.2. Cosinus Similarity

A ealy similarity formula was used by Salton in the SMART system [Salton and McGill,
1983]. Salton treaed the index and the seach query as n-dimensional vedors (seesedion 4.2).
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The angle between two vedors has even foundto be a useful measure of content similarity. The
cosine formula cdculates the cosine of the angle between the two vedors. As the asine
approaches “1”, the two vedors become coincident. If the two vedors are totally unrelated, the
they will be orthogonal and the value of the cosine is “0”. Moreover, the square of the wsine of
that angle (easily computed as the normalized inner product of the two vectors) can be used to
rank order the documents. Some approaches have been devel oped based on this method [Salton
and Buckley, 1989, [Buckley et a., 1994, [Yan and Garcia-Molina, 19995, [Chen et al., 2000.

9.3. CBR

Retrieval and adaptation techniques from Case-Based Reasoning (CBR) have bewmme very
important techniques for reali zing intelli gent recommendation agents [Cunningham et al, 2001].
The wre of such applications is a item database that describes the spedfic fedures of eadt
avail able item. When applying CBR, this item database is treaed as a cae-base. The cae-base
contains the old cases in the form of frames, whose slots contain the <document representation,
old solution> pairs. The item representation should be its fegures and the old solution should be
it “score” acacording to a given user model. During the cae retrieval phase, item cases are
retrieved based on the simil arity between the item feaures and the requirements €licited by the
user. The similarity encodes the knowledge to assess whether a item is aitable for the user's
interests. Typicdly, similarity between two cases is calculated through neaest neighbor
approaches (seesedion 9.5).

For instance, in the WEBSELL retrieval component [Cunningham et a., 2007, similarity is
formali zed through simil arity measures that are modelled by combining several parametrizable
locd similarity measures for individual product fegures with a global aggregation function.

9.4. Naive Bayesian Classifier

The naive Bayesian classfier is a probabili stic leaning algorithm for classficaion [Duda and
Hart, 1973 based on the Bayes probability formula. The ideais to cdculate the probabili ty that
a new item belongs to a predefined class The typicd classs to be dassdfied in are interesting
and rot interesting [Bill sus and Pazzani, 1999], but the dgorithm can classfy items into any set
of classs (e.g., relevant, undefined, not relevant). The item must be represented as a fedure
vedor (see sedion 4.2). Therefore each feaure indicaes the presence frequency or probabili ty
of an attribute in the item (e.g., words). The probabili ty of an item belonging to a spedfic dass
is computed as a product of the probabiliti es of ead feature belonging to the dass The feaure
probabili ty can be eaily estimated from training data making the naive assumption that feaures
are independent given the dass. Thus, the new item is assgned to the dasswith the highest
probability. Naive Bayes has been shown to perform competitively with more complex
algorithms and hes become and increasingly popular algorithm in text classfication applications
[Pazzani and Billsus, 1997]. Systems that use the naive Bayesian classfier are Personal
WebWatcher [Mladenic, 1996, LaboUr [Schwab et a., 2001, News Dude [Billsus and
Pazzani, 1999] and Syskill & Webert [Pazzani et al., 1994.

9.5. Nearest Neighbor

The neaest neighbor algorithm [Duda and Hart, 1973 operates by storing al examples in the
training set. To clasdfy an urseen instance, it asdgns it to the dass of the most “similar”
example. Typicdly, the similarity measure is asociated to a similarity function that cdculates
the distance between the new item feaures and the feaures of the training examples. Depend on
the item representation the function can be a simple keyword matching o a weighted
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comparison [Schwab et a., 200]. For instance Syskill & Webert [Pazzaii et al., 1999 is
implemented with hinary feaures, thus, the most similar example is the one that has the most
feaure values in common with atest example.

PEBLS [Cost and Salzberg, 1993 is a neaest neighbor agorithm that makes use of a
modification of the value difference metric, MVDM, for computing the distance between two
examples. This distance between two examples is the sum of the value differences of all
atributes of the examples. In many ways, PEBLS is dmilar to naive Bayesian classfier
[Pazzani and Billsus, 1997]. However, PEBLS can acarately learn non-linealy separable
concepts from Boolean features whil e the Bayesian classfier cannot.

9.6. Classifiers

Systems based on content-based filt ering can handle the recommendation task as a clasdfication
task. Based on a set of item feaures, the system tries to induce amodel for ead user that alows
us to clasdfy unseen items into two a more dasses, for example like and dsdlike (see sedion
7.4). This means that user profile is represented as a dasdfier: a neura network (see sedion
4.6.1), dedsion tree(seesedion 4.6.2), inducted rules (seesedion 7.3.1) or a Bayesian network
(seesedion 4.6.4).

For instance, Re:Agent [Boone, 199§ implemented a neural network to divide severa folders of
e-mail into two caegories. “work” and “other”. Syskill&Webert [Pazzani et al., 199 used a
dedsion treeto classfy Web pages into interesting/not interesting. Recommender [Basu et al.,
1998] implemented a rule induction method to classfy movies.

9.7. Others

A few systems develop their own approaches, typicdly based on the techniques cited before.
For instance, [Morita and Shinoda, 1994] implement the sub-string indexing model or [Chen et
a., 200Q propose the TW2 agorithm.

10. User profile Matching

Systems based on collaborative filtering match people with similar interests and then make
recommendations on this basis (seesedion 3.3). Generally speaking the processof computing a
recommendation consist of threesteps:

Find similar users

Standard similarity measures are used to compute the distance between the airrent user's
representation and the representation of a set of users. In smaller applications these may be dl
users; in larger systems gatistica sampling methods are used to find a representative subset for
which similarity is computed. Sedions from 10.2 to 105 show different commonly used
techniques to find similar users.

Create a neighborhood
When systems look for similar users, they form a neighborhood of the most similar users to the

target user. Generdly, two techniques have been used to determine how many neighbors to
seled: the correation-thresholding tednique and the best-n-neighbors tednique. The
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correlation-thresholding technique is to set an absolute arrelation threshold, where dl
neighbors with absolute @rrelation greder than given thresholds are seleded. Setting a high
threshold limits the neighborhood to containing very good correlates, but for many users high
correlates are not available, resulting in a small neighborhood that cannot provide prediction
coverage for many items. The best-n-neighbors technique is to pick the best-fixed number of
users. This technique performs reasonably well, as it does not limit prediction coverage.
However, picking a larger number will result in too much noise for those who have high
correlates. Picking a smaller number can cause poor predictions for those users who  not have
any high correlates. Another approach have been proposed for neighborhood formation by
[Herlocker et a., 1999 based on the centroid. The first step is picking the dosest user to the
target user and cdculate the centroid. Then, other users are included in the neighborhood based
on the distance to the centroid, which is recalculated ead time that a new user is added.
Basicdly, this agorithm alows the neaest neighbors to affed the formation of the
neighborhood and it can be beneficia for very sparse data sets.

Compute a prediction based on selected neighbors

The final step is to derive the recommendations from the neighborhood of users. Once the
neighborhood has been seleded, the ratings from those neighbors are combined to compute a
prediction, after possbly scding the ratings to a coommon distribution. Different techniques are
used in the arrent systems. The most-frequent item recommendation looks into the
neighborhood and for ead neighbor scans through the user’'s interests and extrad the most
frequently seleded items. After al neighbors are acounted for, the system sorts the items
acording to their frequency and simply returns the n most frequent items as recmmendation
that have not yet been seleded by the adive user. The aciation rule-based recommendation is
based on the asociation rule-based top-n recommendation tednique described in sedion 7.3.1.
However, instead of using the eitire population of users or items to generate rules, this
technique only considers the neighborhood generated previously. Note that considering only a
few neighbors may not generate strong enough association rules in pradice, which as a
consequence, may result in insufficient items to recommend. This can be aigmented by suing a
scheme where the rest of the items, if necessary, are computed by using the most frequent item
algorithm Another way to combine dl the neighbor’s ratings into a prediction is to compute a
weighted average of the ratings, using the correlation as the weight. The basic weighted average
makes an assumption that all users rate on approximately the same distribution. The gproach
taken by GroupLens [Resnick et al., 1994 was to compute the average deviation of aneighbor’s
rating from that neighbor’s mean rating, where the mean rating is taken over all items that the
neighbor has rated. The justificaion for this approac is that users may rate distributions
centered on dfferent points. An extension to the GroupLens agorithm is to account for the
differences in spread between user’s rating distributions by converting ratings to z-scores, and
computing aweighted average of the z-scores.

Thus, the most important step in systems based on coll aborative filtering is computing the
similarity between users. But, systems cannot work with large sets of data wntaining all the
users with their feaures, since the performance of the system will gradualy fall down.
Therefore, the first part of this sdion present how to reduce the dimensionality. After this, the
common techniques used to compute the similarity between users are explained (the neaest
neighbor, clustering and clasdfiers). Table 9 shows the user profil e matching techniques used by
the diff erent analyzed systems.

10.1. Dimensionality Reduction

For large databases containing many users we will end upwith thousands of feaures. Working
under these mnditionsis not pradicd, because the anourt of data points needed to approxi mate
a moncept in d dimensions grows exponentialy with d. Thisis, of course, not a problem unique
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to collaborative filtering (see sedion 7.2.1). Esentidly, this approach takes the user-item
ratings matrix (seesedion 4.7) and wses any technique to dbtain areduced matrix.

NAME TECHNIQUE
Anatagonomy Cosinus Similarity
Beehive Sharing news among users of the same cluster
Bellcore Video Recommender Neaest Neighbor (Peason r Correlation)
Casmir Pre-Search Request Based Coll aboration, Pot-Seach Informing
Fab Cosinus Similarity
GrouplLens Neaest Neighbor (Peason r Correlation)
Krakatoa Chronicle Cosinus Similarity
LaboUr Clustering (Neaest Neigbbour - Peason r Correlation)
Moviel ens Cosinus Similarity
NewsWeeder Cosinus Similarity
Personal WebWatcher Naive Bayesian Classfier
Recommender Inducted Rule Exeaution
Ringo / FireFly Neaest Neighbor (Mean Squared Differences, Peason r Correlation,
Constrained Peason r Correlation, Artist-Artist)
Smart Radio Neaest Neighbor (Peason r Correlation)
Tapestry Tapestry Query Language
WebSell CBRwith Neaest Neighbor (Peason r Correlation)
Websift Rule Exeaution and Pattern Matching
WebWatcher Cosinus Similarity

Table 9. User Profile M atching Tednique of the Systems based on Collabor ative Filtering

Reseachers in information retrieval have proposed dff erent solutions to the text version of this
problem. One of these gproaches, Latent Semantic Indexing (see sedion 7.2.1.5) is based on
dimensionality reduction of the initial data through singular value decomposition (SVD). In the
same way, this technique can also be used in coll aborative filt ering systems to reduce the user-
item ratings matrix [Bill sus and Pazzani, 1998].

[Hofmann and Puzicha, 1999] propose two latent classmodels for the same purpose. The asped
model is a probabilistic latent space model which models individual preferences a mnvex
combination of preference factors (most appropriate for prediction and recommendation). The
two-side dustering model simultaneously partitions persons and objeds into clusters (most
appropriate for identifying meaningful groups or clusters).

[Hayes et d., 2001 propose the Case Retrieval Nets (CRN) for systems that apply case-based
reasoning techniques (seesedion 9.3) to the coll aborative filtering. A CRN is a memory model
that buil ds anet instead of atree from the cae base. It uses organizational features derived from
asciative memory structures and spreading adivation process $milar to that used in
connedionist models. The main benefit is that new cases and case feaures can be alded without
having to rebuil d the memory structure, the principal shortcoming o the cae-trees.

The reduced representation of the user-item ratings matrix has ®veral advantages:

e First, it dleviates the sparsity problem (see sedion 3.3) as all the entries in the reduced
matrix are nonzero, which meansthat all the users now have their opinions on the items.

« Sewmnd, the scdability problem (see sedion 3.3) also is amost solved since both the
processng time and storage requirement improve dramaticdly.

» Third, this reduced representation cgptures latent association between users and itemsin the
reduced feaure space adthus can potentialy remove the problem of synonym words.
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» Fourth, the reduced representation contributes to improve the performance of the system
[Bill sus and Pazzani, 1998].

10.2. Nearest Neighbor

Neaest neighbor agorithms are based on computing the distance between consumers based on
their preference history. Predictions of how much a user will | ike aitem are computed by taking
the weighted average of he opinions of a set of neaest neighbors for that product. Neighbors
who have expressed no opinion on the product in question are ignored. Nearest neighbor
algorithms have the alvantage of being able to rapidly incorporate the most up-to-date
information, but the seach for neighborsis dow in large databases.

[Herlocker et a., 1999 compare diff erent nearest neighbor tedhniques and show as conclusions
the results of these techniques in a spedfic framework and the suitability of each one in
diff erent recommendation systems.

Mainly, two approaches are used in current systems to caculate the similarity between users:
10.2.1. Cosinus Similarity

One of the eaiest ways to compute the simil arity between an item and a user in user profile-
item matching techniques is to represent items and profiles as vedors (see sedion 4.2) and
computing the wsine of the angle formed by the two vedors (see sedion 9.2). The same
formalism can be alopted to coll aborative filtering, where users are compared to other usersin
the same way. The vedor similarity measure has been shown to be succes<ul in information
retrieval [Salton and McGill, 1983. However [Breese d@ a., 1999 has found that vedor
simil arity does not perform as well as Peason correlation (seesedion 10.2.2) in Coll aborative
Filtering systems.

10.2.2. Correlation

Working with databases of user ratings for items, where users indicate their interest in an item
on anumeric scde, it is easy to define similarity measures between two user profiles based on
the correlation between the users.

A correlation measure proposed by [Shardanand and Maes, 1995] is the Peason correlation
coefficient. Peason correlation measures the degree to which a linea relationship exists
between two variables. It is derived from a linear regresson model that relies on a set of
assumptions regarding the data, namely that the relationship must be linea, and the eror must
be independent and have aprobabili ty distribution with mean 0 and constant variance for every
setting of the independent variable. Thus, this coefficient ranges from —1 (indicaing a negative
correlation), via O (indicaing no correlation) to +1 (indicaing a positive correlation between
two users). In contrast with other algorithms, this algorithm makes use of negative wrrelation as
well as positive rrelation to make predictions.

Speaman rank correlation coefficient [Herlocker et a., 1999 is dmilar to Peason, but does not
rely on model assumptions, computing a measure of correlation between ranks instead of ratings
values. Speaman correlation performed as well as Peason correlation and because it is not
dependent on model assumptions, it should perform consistently acrossdiverse datasets.

These rrelation-based prediction schemes were shown to perform well, but they suffer from
severd limitations [Bill sus and Pazzani, 199§:
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» First, correlation between two user profiles can only be computed based on items that both
users have rated (i.e., the summations or averages). If users can choase among thousands of
itemsto rate, it is likely that overlap of rated items between two users will be small in may
cases. Therefore, many of the computed correlation coefficients are based on just a few
observations, and thus the mmputed correlation cannot be regarded as a reli able measure of
similarity. For example, a crrelation coefficient based on three observations has as much
influence on the final prediction as a wefficient based on 300bservations.

« Sewmnd, the mrrelation approach induces one global model of similarities between users,
rather than separate models for classes of ratings (e.g., positive ratings vs. negative ratings).
Current approaches measure whether two user profiles are positively correlated, not
correlated at all or negatively correlated. However, ratings given by one user can still be
good predictors for ratings of another user, even if the two user profil es are not correlated.

e Third, an maybe most importantly, two users can only be similar if there is overlap among
the rated items, i.e., if users did not rate any common items, their user profiles cannot be
correlated. Due to the enormous number of items avail able to rate in many domains, this
seams to be a serious dumbling block for many filtering services, espedally during the
startup phese. However, just knowing that users did not rate the same items does not
necessrily mean that they are not like-minded. We believe that potentially useful
information islost if thiskind of transiti ve similarity relation cannot be deteded.

10.2.3. Others

Another approach based on correlation between users is the entropy-based urcertainty measure.
The measure of association based on entropy uses conditional probabili ty techniques to measure
the reduction in entropy of the adive user’s ratings that results from knowing the another user’s
ratings. [Herlocker et al., 1999 exhibit that entropy has not shown itself to perform as well as
Peason correlation. [Shardanand and Maes, 1999 a part of Peason r Correlation and
Constrained Peason r Correlation use the Mean Squared Diff erences algorithm, which perform
well compared to Peason correlation. Another more complicaed approach is explained in
[Greening, 1997.

10.3. Clustering

Earlier, the user modeling community provided a different answer, namely the stereotype
approach [Rich, 1979. During the development time of a system, user subgroups are identified
andtypicd charaderistics of members of these subgroups determined. During the runtime of the
system, user is assgned to one or more of these predefined user groups and their charaderistics
attributed to the user. The need for an (empiricadly based) pre-definition of these stereotypes is
an evident disadvantage. As an dlternative, the system Doppelganger used clustering
medhanisms to find user groups dynamicdly, based on al available individual user models
[Orwant, 1995. Explicitly represented user models can be dustered and the descriptions of the
clusters can be used like predefined stereotypes. Doppelganger compensates for missng or
inacarate information about a user by using default inferences from communities, which
resembl e traditi onal user modeli ng stereotypes with two major diff erences: membership is a not
al-or-nothing, but a matter of degree and the community models are computed as weighted
combinations of their member user models, and thus change dynamicdly as the user models are
augmented. Once the dusters are creaed, predictions for an individual can be made by
averaging the opinions of the other usersin that cluster.

Some dustering techniques represent ead user with partial participation in several clusters. The
prediction is then an average aaossthe dusters, weighted by degreeof participation. Clustering
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techniques usually produce lesspersona recommendations than other methods, and in some
cases, the dusters have worse acaracy than nearest neighbor algorithms [Breese ¢ al., 199§.
Oncethe dustering is complete, however, performance can be very good, since the size of the
group that must be analyzed is much smaller.

In contrast to red stereotypes, clusters are aqquired dynamicdly and can be revised whenever
nealed. Thus dynamic evolution of user groups can be acounted for.

10.4. Classifiers

Coll aborative filtering can be seen as a dassficdion task [Bill sus and Pazzani, 1998. Based on
a set of ratings from users for items, we try to induce amodel for each user that alows us to
classfy unseen items into two or more classes, for example like and dslike (see sedion 7.4).
Alternatively, if the goal isto predict user ratings on a continuous sde, the system has to solve
aregresson problem. Typically, the initial data existsin the form of a sparse matrix (see sedion
4.7), where rows correspond to users, columns correspond to items and the matrix entries are
ratings. Note that sparse in this context means that most elements of the matrix are anpty,
becaise erery user typicdly rates only a very small subset of all possble items. The prediction
task can now be seen as filli ng in the missng matrix values. Since we ae interested in learning
personalized models for each user, we asciate one dassfier with every user. This model can
be used to predict the missng values for one row in our matrix.

[Basu et a, 1998 built a hybrid recommender system that mixes coll aborative and content
filtering using an induction leaning classfier. [Good et a., 1999 implemented induction-
leaned fedure-vedor clasdficaion of movies and compared the dasdficaion with neaest
neighbor, but that combining the two added value over neaest neighbor aone. [Bill sus and
Pazzani, 1998] format the data set of user ratings in the vedor spacemodel and then, they use a
neural network to predict the misdng values. [Breese 4 al., 199§ resultsindicate that for awide
range of conditions, Bayesian networks with dedsion trees at ead node outperform the other
approades.

10.5. Others

Another approach cdled Horting was proposed by [Wolf et al., 1999: Horting is a graph-based
technique in which nodes are users, and edges between nodes indicae degree of similarity
between two consumers. Predictions are produced by walking the graph to neaby nodes and
combining the opinions of the nearby consumers. Horting differs from neaest neighbor as the
graph may be walked through other users who have not rated the product in question, thus
exploring transiti ve relationships that nearest neighbor algorithms do not consider. In one study
using synthetic data, Horting produced better predictions than a nearest neighbor algorithm.

11. Evaluation of the System

Unfortunately, only a few systems evaluate and dscusstheir results sientificdly. Thisisin part
dueto the fad that it isadually hard to determine how well a personalization systems works, as
this involves purely subjedive assssments. However, some gproades are discussd in this
sedion, but due to a lack of data, a comparison of the different systems with resped to
performanceis currently impossble.

Table 10 showsthe evaluation system techniques used by the diff erent analyzed systems.
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NAME TECHNIQUE
ACR News Logs
Amazon Real
Amalthaea Logs - Fitness
Anatagonomy Logs - Correlation
Beehive Nothing
Bellcore Video Recommender Logs— Accuracy (Correlation)
Casmir User Simulator - Predsion
CDNow Real
Fab Evaluation - Ndpm
GroupLens Not Specified
ifWeb Evaluation — Predsion, Ndpm
InfoFinder Not Specified
INFOrmer Nothing
Krakatoa Chronicle Nothing
LaboUr Logs - Acauracy
Let's Browse Evaluation
Letizia Nothing
LifeStyle Finder Evaluation
Movielens Logs— Acauracy (MAE, ROC)
News Dude Logs— Acauracy, F-mesure
NewsWeeder Not Specified
NewT Evaluation, User Simulator — Predsion, Reaall
Personal WebWatcher Logs — Precision, Accuracy
P3UN Nothing
Re:Agent Logs - Predsion
Recmmender Logs - Predsion, Recll
Ringo / FireFly Logs— Acauracy (MAE)
SIFT Netnews Nothing
SitelF Nothing
Smart Radio Nothing
Syskill & Webert Logs - Acauracy
Tapestry Nothing
Webmate Logs - Acauracy
WebSail Logs - Recdl
WebSell Nothing
Websift Logs
WebWatcher Evaluation - Accuracy

Table 10. Evaluation Tednique of the systems.

This sdion is organized in two different parts. The first one shows sveral methods to aaquire

results and the second one shows metrics to eval uate these results.

11.1. Results Acquisition

The aquisition of resultsis a criticd task in the evaluation of the systems. Current systems use
one of the following approacdhes: area environment, an evaluation environment, current logs of
the system or auser simulator.

11.1.1. Real Environment
The best way to evaluate a personalized system is showing red results obtained in a red

environment. Only a few commercia systems like Amazon.com [Amazon] or CDNow.com
[CDNow] can show real results based on the eonomic effed.
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11.1.2. Evaluation Environment

Some systems are evaluated in the laboratory letting a set of users interad with the system
during a period of time. Usually, the results are not enough reli able because the users know the
system or the purpose of the evaluation. A origina approach was accomplished by NewT
[Sheth, 1994]; in addition to the numericd data wlleded in the evaluation sessons, a
questionnaire was also distributed to the users to get feadbadk on the subjedive aspeds of the
system.

11.1.3.Logs
Most of the systems are evaluated analyzing or validating the logs. A commonly used technique
is the “10-fold cross-validation technique”. It consists in validate the logs predicting the

relevance (e.g., ratings) of the recorded examples (seeFigure 13). Then, the guessed ratings are
compared to the ratings of the logs.

training examples testing examples
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Figure 13. “10-fold crossvalidation technique’ [Mladenic, 1996

11.1.4. User Simulator

Important issues such as the leaning rates and variability in leaning behavior across large
heterogeneous populations could be investigated with large coll edions of simulated users whose
design was tail ored to explore those isaues. This enables large-scde experiments to be arried
out quickly and also guarantees that experiments are repedable and perfedly controlled. This
also allows reseachers to focus on and study the behavior of ead sub-component of the system,
which would otherwise be impossble in an urconstrained environment. For instance, [Holte and
Yan, 199§ conducted the experiments using an automated user cdl ed Rover that played therole
of the user, rather than human users. [Sheth and Maes, 1993 and [Berney and Ferneley, 1999
also used auser simulator to evaluate the performance of the systems.

11.2. Results Evaluation

Once the results are available, we nedad to evaluate them. A set of metrics is proposed for this
purpose: coverage, recdl, predsion, f-measure, fal out, NDPM and acairacy.
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11.2.1. Coverage

Coverage is a measure of the percentage of items for which a recommendation system can
provide predictions. A low coverage value indicates that the user must either forsake a large
number of items or evaluate them based on criteria other than recommendations. A high
coverage value indicaes that the recommendation system provides assstance in seleding most
of theitems.

11.2.2. Recall

The Recdl measure [Salton and McGill, 1983 is the fradion of the acual set of relevant items
that are arredly clasdfied as relevant. It's a measure of seledion eff edivenessand represents
the prababili ty that a relevant document will be seleded.

11.2.3. Precision

The Predsion measure [Salton and McGill, 1983 is the fradion of the seleded itemswhich are
adually relevant to the user’ sinformation neeal. It’'s also a measure of seledion eff ectiveness
and represents the probabili ty that a seleded item isrelevant.

11.2.4. F-Measure

Sometimesiit isimportant to evaluate predsion and recdl in conjunction, becaiseit is easy to
optimize ather one separately. The F-Measure [Lewis and Gale, 1994 consistsin aweighted
combination of predsion and recdl that produces scores ranging from O to 1.

11.2.5. Fallout

The Fallout measure [Salton and McGill, 1983 isthe fradion of the non-relevant items that are
seleded. It's ameasure of rejedion eff ectiveness

11.2.6. NDPM Measure

The Normali zed Distance-Based Performance Measure (NDPM) [Ya0,199] is a measure of the
cgpability to order corredly theitems from interesting to not-interesting. Y ao developed NDPM
theoreticdly, using an approach from dedsion and measurement theory. User ratings could be
transformed to binary ratings (if they were not aready), and NDPM could be used to compare
the results to the system ranking. One of the key weaknesses of NDPM with resped to
evaluating ranked retrieval isthe lack of astatisticd significancetest.

11.2.7. Accuracy

Typicdly, the acaracy metric is defined as the percent of corredly classfied items. For
instance the number of interesting news articles divide by the total number of news articlesin a
newspaper. However, [Sarwar et al., 199§ gather and classfy from prior reseach dfferent
ways to measureit:

o Statisticd Reammendation Accuracy: measures the doseness between the numericd
recommendations provided by the system and the numericd ratings entered by the user for
the same items. Threeversions of this measure ae used:

» CORRELATION is a statisticd measure of agreement between two vedors of data,
typicdly between ratings and predictions. Peason correlation coefficient is the most
commonly used. A higher correlation value indicaes more acairate recommendations.
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» MAE - MEAN ABSOLUTE ERROR is ameasure of the deviation of recommendations
from their true user-spedfied values. The lower MAE, the more acarately the
recommendation engine predicts user ratings.

‘//

RMSE - ROOT MEAN SQUARED ERROR is a measure of error that is biased to
weigh large erors disproportionately more heavily than small error. Lower RMSE
indicates better acaracy.

» Dedsion-Support Accuracy: measures how effedively recommendations help a user seled
high-quality items. Three versions of this measure are used :

» REVERSAL RATE is a measure of how often the system makes big mistakes that
might undermine the cnfidence that a user has in the recommendation systems. Low
reversals refer to cases where the user strongly dislikes an item that the system strongly
recommends. High reversals are caes where the user strongly likes the item, but the
system recommendation is poor.

» ROC SENSITIVITY is a measure of the diagnostic power of a filtering system.
Operationally, it is the aea under the recaver operating charaderistic (ROC) curve, a
curve that plots the sensitivity and spedficity of the test. Sensitivity refers to the
probability of arandamly selected good item being accepted by the filter. Spedficity is
the probability of a randamly seleded bad item being rejeded by the filter. Therefore,
the ROC sensitivity measure is an indication of how effedively the system can steer
people towards high-rated items and away from low-rated ones.

‘//

PRC SENSITIVITY is a measure of the degree to which the system presents relevant
information. Operationally, it is the aea under the predsion-recdl curve (PRC).
Predsion measures the percentage of seleded documents that are relevant; recdl
measures the percentage of relevant documents that are seleded. Hence predsion
indicates how seledive the system is and recdl indicaes how thorough it is in finding
valuableinformation. A higher valueis more acarate.

12. System Architecture

For simplicity purposes, in the whole paper, the general word “system” is used to mention the
current personalized applicaions. However, some gplicaions are structured as either
intelli gent agents or emsystems of agents. Therefore, they can be mentioned as personalized
agents or personali zed ecosystems of agents.

12.1. Agent

There is no clear definition for the term agent, but the following two definitions (one general
and the seaond one doser to thiswork) are largely accepted by the reseachers:

[Woddridge, 1999: “An agent is a computer program that is Stuated in some environment, and
that is cgpable of autonomous ading in this environment in order to med its design principles’.

This definition can be extended to define which are the mnditions for cdling an agent an
intelli gent agent [Wooldridge and Jennings, 1995]:
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Autonomy: operates without the dired intervention of humans or other agents, and has
control over itsadions and internal state.

Y

» Readivity: intelli gent agents are able to perceve their environment, and respond in atimely
fashion to changes that occur in it in order to satisfy their design principles.

» Pro-adiveness: intelligent agents do not simply act in response to their environment, they
are ale to exhibit opportunistic, goal-direded behavior by taking the initiative where

appropriate.

Social ahility: intelligent agents are capable of interading with other agents (and possbly
humans) in order to satisfy its design principles. One of the most important aspeds in agents
is cial ability, social ability can be understood [Wooldridge, 1999 as the necessty to
negoatiate and co-operate with other to achieve goals.

Y

Taking this paradigm, autonomous agents can be developed which co-operate with ead other.
Every agent represents an urique user and they operate & a personal asdstant, for instance,
guiding the user in the query formulation process storing and managing the user’s gpheres of
interest and pro-adively recommending items that may be of interest to the user.

12.2. Ecosystem of Agents

Ecosystems are complex biologicd systems in which adaptation is an essential charaderistic
[Devine d@ a., 1997. Some mathematicd models of ecosystems smulate models of
heterogeneous agents that evolve in a system, according to their fithessto some aped of the
easystem. Normally these agents compete for resources. The most succesSul spedes tend to
crede new ones, combining their own information and adding new one through Genetic
Algorithm (GA) [Mitchell, 1999 or other similar techniques [Mitchell, 200(4.

Building on thisidea [Sheth and Maes, 1993 implemented an emsystem architedure of agents
to filter Internet News in a system cdled ‘Newt’. A genetic dgorithm uses algorithmic
analogues to the genetic crosover and mutation operations to generate candidate profil es that
inherit useful feaures from their ancestors, and wses competition to identify and retain the best
ones. The aosver operator was periodicdly applied to combine segments of two candidate
profil es which were among those that had produced the highest ranks (using a cosine simil arity
measure) for articles that the user later identified as desirable. A mutation operator was
sometimes applied to the newsgroup reme to explore whether existing candidate profil es would
perform well on newsgroups with similar names. All of the candidate profil es contributed to the
ranking of the documents shown to the user, although those, which consistently performed well,
contributed more strongly to the ranking. Hence the profile itself was determined by the
population of candidate profil es, rather than by any individual candidate.

A similar approach was implemented in Amalthaea[Moukas, 1997 by creating an artificial
easystem of evolving agents that cooperate and compete in a bounded resource awvironment.
New agents are aeated by crossover or mutation (or both). Both operators are applied to the
evolvable part of the agents, the genotype. The other part of the agents, the phenotype contains
information that should not be evolved, usually instructions on how to hand e the evolvable part.
The two point crossover operator works as follows: given two agents returns two new agents
that inherit a part of the keyword vedors of the parents. The operator randomly seleds two
points in the keyword vedor and exchanges all the fields of the two parents that lie between
these points, creding two new agents. Mutation is another method for creding dffspring agents.
The mutation operator takes the genotype of an agent as argument and creaes a new agent that
isarandomly modified version df its parent. The weights of the mutated keywords are modified
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randomly while the new mutated keyword is a randomly selected keyword from an agent that
belongs to another cluster.

The Fab [Balabanovic and Shoham, 1997 and PSUN [Sorensen and McElli gat, 1995 systems
also implemented this architedure.

13. Conclusions

With the unceaing gowing of the Internet and its environment, the necessty of a new
technology, which asdsts users to find their objedives, comes up. The combination of modeling
of particular user preferences, building content models and modeling o social patterns in
intelli gent agents seams to be a dxarming solution. This paper tries to gather the arrent state of
the at in personalized systems on the Internet. This information is analyzed to draw a genera
taxonomy. The taxonomy is, at first, classfied in two main groups: user profile generation and
maintenance, and wser profil e exploitation. Then, under this general clasgficaion, 10 common
fedures are extraded and inside eab fedure, al the used techniques for the analyzed systems
are briefly explained. Thereis no intention to give aguide for the researchers to implement their
own systems, the intention is to gve the arrent state of the at organized in a simple
clasgficaion, explaining the used methods and in some caes exhibit their advantages and
disadvantages. Thus, the main pupose isto gve astating point for the researchers to construct
their own personali zed system.
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