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Abstract

Society depends now more strongly than ever on large-scale networks. Sev-
eral sizable failures have been experienced in the last years. Thus, it has
become of vital importance to define robustness metrics. Classical robust-
ness analysis has been focused on the evaluation of topological characteris-
tics. In this project we extend this analysis introducing two new robustness
metrics that include traffic service requirements: QuaNtitative Robustness
Metric (QNRM) and QuaLitative Robustness Metric (QLRM). In addition,
a review of some well known graph robustness metrics is provided. In order
to compare these metrics with the proposals, a set of six topologies (random,
small-world and scale-free) is evaluated in the Case Study. Then, it is shown
that our two new metrics are able to evaluate the performance of a network
under a given kind of impairment. Finally, some real tele-communication
networks are analyzed.
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Chapter 1

Introduction

1.1 Context and Motivation

Large-scale networks supporting the provision of tele-communication, elec-
trical power, rail and fuel distribution services underpin and fulfill keys as-
pects of modern day living; often their ubiquity is taken for granted. These
critical infrastructure networks essentially consist of nodes (railway stations,
transformers, switches, etc.), links (tracks, pipes, cables, etc.) and dynamic
processes that run over them (trains, oil or gas, electrical power, connections,
etc.). In this project, in the Case Study, three different kind of topologies
are considered, all of them related to complex networks (networks with non
trivial topological features): random, small-world and scale-free. Random
networks are a primitive and crude representation of such complex networks
whereby nodes are randomly connected such that the variance in nodal de-
gree is relatively small. In small-world networks, although the majority of
nodes have a limited number of direct neighbours, most can be reached via
only a small number of hops. In scale-free networks, the topology is such
that some vertices, known as hubs, have a degree that is orders of magnitude
larger than the average. Later on, some real tele-communication networks
are also evaluated.

Recently, several sizable network failures have been experienced, re-
enforcing the need to take the possibility of such large and potentially catas-
trophic failures into consideration in the underlying network design. In 1996,
the US General Accounting Office estimated 250,000 annual attacks on De-
partment of Defense networks [1]. In 2003, a series of cascading failures were
observed, resulting in a blackout in the Northeastern states [2]. The same
year, Italy and Switzerland experienced cascading power system failures re-
sulting in a blackout, which left 56 million inhabitants without power for
nine hours [3]. Moreover, in 2004, Sassar virus disruptions accounted for
the halt on maritime operations in the UK, the halt on railway operations
in Australia, and interruptions in hospital facilities in Hong Kong [4]. The
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largest and most widespread power outage in history happened across Java
and Bali in 2005, affecting some 100 million people, again as consequence of
cascade failures [5]. The 2006 earthquake in Taiwan disrupted undersea fibre
optic lines and, as a result, banks from South Korea to Australia suffered
significant interruptions [6]. In 2009, a major failure in the power supply net-
work of Brazil and Paraguay, left around 87 million residents without power
for almost 5 hours [7]. Finally, in 2010 a heavy snowfall in Spain caused a
fault in a high tension power cable left 220,000 people in and around the
Catalonian city of Girona without electricity. [8]. It is clear that sizable
proportions of the world’s population could be seriously damaged if a large
network experiences significant failures. It is therefore crucial to be able
to quantify the network robustness in a reliable manner while taking into
account the dynamic processes supported by such networks. In communica-
tion networks, a dynamic process refers to a service (connection) provided
by the network.

Because the underlying networks impact directly on the provisioning,
performance and management of any given service, engineers are confronted
with fundamental questions such as “how to evaluate the robustness of net-
works for a given service?” or “how to design a robust network appropriate
to the needs of supported services?”.

A well known definition for robustness is:

“A network is robust if disconnecting components is difficult.”

In this work we assume the definition of robustness given in [9]:

“Is the ability of a network to maintain its total throughput
under node and link removal.”

The former definition comes from the classical approach where basic con-
cepts from graph theory are used. The latter comes from a more contempo-
rary approach that considers services running over the network in order to
evaluate its robustness.

Between the classical and the contemporary, a wide range of approaches
have analyzed the robustness of a network. These have evolved from the
earlier approaches that focus mainly on the connectivity of a graph to more
recent concepts that consider the spectrum of a graph. Generally, the met-
rics to compute the robustness of a network, based on graph topological
features do not take into account the functioning of a service. Thus, we de-
fine two new metrics that do consider, under defined impairments or multiple
failures, the impact upon individual services.

1.2 Objectives

The objectives of this project are listed below:
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1. Design and program a discrete event based simulator. The simu-
lator assumes the forwarding to be path-oriented and not hop-by-
hop. Therefore it has been called Path-Oriented Network Simulator
(PONS). PONS has three inputs: a network topology, a traffic matrix
(associated with the topology) and the kind of impairment (or multi-
ple failure) that will be caused during the simulation. Java has been
chosen as the programming language.

2. Analysis and review of several well known graph robustness metrics.

3. Define two new metrics of robustness: QuaNtitative Robustness Metric
(QNRM) and QuaLitative Robustness Metric (QLRM).

4. Provide a Case study for the use of such metrics based upon a range
of topology types (of complex networks).

5. Submit an article to the 3rd International Workshop on Reliable Net-
works Design and Modeling (RNDM).

6. Analysis of the robustness of some real tele-communication networks.

1.3 Aims

The aim of this work is to make a contribution to the scientific community,
providing two new metrics of robustness. These metrics could be used either
by researchers or by network providers in order to evaluate the robustness
of a network in response to any kind of impairment or multiple failure.

Moreover, a detailed featuring of some real tele-communication networks
is presented in order to compare them using not only our metrics, but the
graph robustness metrics.

Additionally, this work also provides a useful tool (PONS) in order to
carry out simulations where any kind of impairment or multiple failure is
caused over a network, while there are connections running over it.

1.4 Contents

This report is structured as follows. Chapter 2, firstly defines basic sim-
ulation concepts in Section 2.1. Secondly, Section 2.2 provides a review
of some well known commercial simulators. Lastly, our simulator, PONS
(Path-Oriented Network Simulator), is presented in Section 2.3. In Chapter
3, a brief background of some taxonomies that classify attacks (or multiple
failures) is provided in Section 3.1. Further, in Section 3.2 a classification of
network impairments is presented. Then, Chapter 4 provides a background
of some well known robustness metrics, and defines these metrics, in Section
4.1. Our two new metrics (QNRM and QLRM) are presented in Section
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4.3. Furthermore, a Case Study is provided in Chapter 5 in order to demon-
strate that, the two new metrics defined in this work are able to evaluate
the robustness of a network in response to any kind of impairment, when
the functioning of a service is taken into account. In Chapter 6 we evalu-
ate some real tele-communication networks with our metrics of robustness
(QNRM and QLRM). We provide the conclusions of this work in Chapter
7 and we give some outlines issues that could be considered as future work
in Chapter 8. Finally, a brief manual in A, provides information about how
to use the igraph R package.



Chapter 2

Theory and Concepts of
Simulation

Simulators have long been used in computer networks research; it is well-
established as a tool to study protocols, resource allocation problems, appli-
cations, and, in general, complex systems whose behaviour, performance or
other characteristic needs to be estimated or verified. Simulators are useful
when working with technologies that have not been built yet, but also when
the studies carried out involve networks that are beyond of what is available
as test beds, because of size, coverage or technology, and building them is
not feasible due to economic, technical or other reasons.

As simulators are expected to reproduce relevant aspects of reality, they
must be able to cope with the advances and transformations that networking
undergo along the time. Sometimes, practical impediments may appear
while using a simulation system. Examples of obstacles are:

• Excessive use of memory or CPU.

• Slowness.

• Lack of support for newer technologies or protocols.

The first two problems mentioned are usually referred to as an scalability
issue, while the second is of completeness of the implementation.

A simulator is usually a complex piece of software, in many respects akin
to a software development tool and, as there are many of them, choosing
the right one for a project is the first difficulty, even presuming solved the
scalability issue. The decision criteria may include the analysis of factors
such as: model abstraction supported, simulation programming language,
runtime environment and degree of dynamism (whether the programs are
interpreted/script-based or compiled), integration with other tools (data
processing tools or other simulators), availability of customer support and
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good documentation, maturity of the implementation, availability of source
code, learning effort required to use it properly, and architecture, which in
turn influences other quality measures such as extensibility and adaptability
[10]. Many of these factors conflict with one another, so trade-offs must be
considered.

In this Chapter, some basic concepts of simulation are provided in Sec-
tion 2.1. Then, a review of some well known network simulators is given
in Section 2.2. Finally, Section 2.3 describes the main characteristics of the
Path-Oriented Network Simulator (PONS), tool that has been programmed
in order to carry out this project.

2.1 Basic concepts

According to [11], digital computer simulation is “the process of designing
a model of a real system and conducting experiments with this model on a
digital computer for a specific purpose of experimentation”. The taxonomy
given in [12] states that digital computer simulation may be divided into
three categories:

1. Monte Carlo: is a method by which an inherently non-probabilistic
problem is solved by a stochastic process; the explicit representation
of time is not required.

2. Continuous: the variables within the simulation are continuous func-
tions. For example a system of differential equations.

3. Discrete event: If the variables of a program change their value at
precise points in simulation time the simulation is discrete event.

.
In [12] it is specified that three related forms of simulation are commonly

used in the literature:

1. Combined simulation: refers generally to a simulation that has both
discrete event and continuous components1.

2. Hybrid simulation: refers to the use of an analytical sub-model within
a discrete event model.

3. Gaming simulation: may refer to discrete event, continuous, and/or
Monte Carlo modeling components.

In this review we focus on discrete event simulation. A simulation in-
volves modeling a system. A system is defined as:

1Typically, a discrete event sub-model is encapsulated within a continuous model.
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“a part of the world which we choose to regard as a whole, separated from
the rest of the world for some period of consideration, a whole which we

choose to consider as containing a collection of components, each
characterized by a selected set of data items and patterns, and by actions

which may involve itself (a component) and other components.”

The system may be real or imagined and may receive input from, and/or
produce output for, its environment.

A model is an abstraction of a system intended to replicate some prop-
erties of that system. The collection of properties the model is intended to
replicate (for the purpose of providing answers to specific questions about
the system) must include the modeling objective. Only through the objec-
tive can meaning be assigned to any given simulation program. Since by
definition a model is an abstraction, details exist in the system that do not
have representation in the model. In order to justify the level of abstraction,
the model assumptions must be reconciled with the modeling objective.

In [13] the author defines: “a model is comprised of objects and the rela-
tionships among them. An object is anything characterized by one or more
attributes to which values are assigned. The values assigned to attributes
may conform to an attribute typing similar to that of conventional high level
programming languages.”

In a discrete event simulation, the two concepts of time and state can
not be underestimated. In [13] the following primitives which permit pre-
cise delineation of the relationship between these fundamental concepts are
identified:

• An instant is a value of system time at which the value of at least one
attribute of an object can be altered.

• An interval is the duration between two successive instants.

• A span is the contiguous succession of one or more intervals.

• The state of an object is the enumeration of all attribute values of that
object at a particular instant.

These definitions provide the basis for some widely used simulation con-
cepts [13]:

• An activity is the state of an object over an interval.

• An event is a change in an object state, occurring at an instant, and
initiates an activity precluded prior to that instant. An event is said
to be determined if the only condition on event occurrence can be
expressed strictly as a function of time. Otherwise, the event is con-
tingent.
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Figure 2.1: Illustration of Event, Activity and Process

• An object activity is the state of an object between two events describ-
ing successive state changes for that object.

• A process is the succession of states of an object over a span (or the
contiguous succession of one or more activities).

These concepts may be viewed as illustrated in Figure 2.1. It is important
to note that an activity for an object is bounded by two successive events
for that object [13].

Finally, activity and process form the basis of three primary conceptual
world views within discrete event simulation [14]:

• In an event scheduling world view, the modeler identifies when actions
are to occur in a model.

• In an activity scanning world view, the modeler identifies why actions
are to occur in a model.

• In a process interaction world view, the modeler identifies the compo-
nents of a model and describes the sequence of actions of each one.

2.2 Review of some network simulators

The review provided in this section is based on analyzing the issues listed
below:

• Scalability.

• Support for good software engineering practices.

• Support for data collection and aggregation.
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2.2.1 OPNET

OPNET is a respected general-purpose discrete event simulator suite that
comes with a graphical user interface and modules for tasks such as network
modeling, planning, and analysis. It is not a freely available and open-source
tool, but distributed under commercial terms. It uses a hierarchical object-
based modeling aimed to match the structure of real networks, equipment,
and protocols. It supports wired and wireless networks. In [15] the product
is reported as being able to manage several hundred of nodes, while in
the product’s brochure it is claimed that its simulation engine can handle
thousands [16].

Federated simulations are supported in newer versions of the product,
which surely boosts its scalability. Being a mature product, it comes with ex-
tensive documentation, examples, library of protocols and network devices.
The user can develop new models using a combination of programming in
C/C++ with state-transition diagrams.

2.2.2 ns-2

NS is widely used in the network research community. It began in 1989
as a variation of a previous simulator called REAL. The most used version
is called ns-2 and is available at [17]. It provides substantial support for
simulation of transport (e.g., TCP) and session protocols, unicast and multi-
cast routing algorithms, and many application-level protocols, and for wired
and wireless networks (ad hoc, local and satellite). ns-2 handles arbitrary
topologies, composed of routers, links and shared media and incorporates a
range of link-layer topologies and scheduling and queue management algo-
rithms.

Faithful to the ideal of being a unifying research tool for the network
simulation community, it includes a large set of users’ contributions. ns-2
has served as the basis for many extensions, among them SensorSim for
sensor networks and pdns for parallel and distributed simulations.

Network generators like Tiers and GT-ITM can be used to automate the
production of arbitrary network topologies with certain user-defined prop-
erties. A network animator called NAM makes it possible to visualize the
behaviour of the simulated network based on data generated while process-
ing. ns-2 has also an emulation interface that allows the interaction with
real-world traffic, as well as traffic injection.

Networks in ns-2 are composed of nodes, protocol agents, and links.
Nodes receive packets, examine each one and decides about the appropriate
outgoing interface(s). Packets are created, processed or consumed by agents,
which model endpoints in the network and are used to implement protocols
at various levels. Links connect two or more nodes and have a series of
attributes like delay, bandwidth and queue properties [18].
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Software engineering issues

ns-2 uses C++ as its implementation language, while the configuration (and
scenario definition) is done in a Tcl derivative called OTcl, executed in an
interpreted environment. The simulator is organized as a compiled class
hierarchy of C++ objects, with the same hierarchy also written in OTcl,
that is, written twice, but for different purposes. With the OTcl interpreter
the user creates new objects, the network topology of nodes and links and
the agents associated with the nodes, chooses scheduler, and controls the
simulation (start/stop events, network failure, statistic gathering, etc.)

In [19] it is argued that this split-programming model is crucial to ex-
tensibility, one of its design goals, as it makes scripts easy to write and new
protocols efficient to run. However, in [15] the author points out that this
scheme complicates the addition of new components, increases the learning
curve and makes debugging difficult. Also, as the documentation tends to
be out of date with respect to the software, the developer has few choices:
browsing the source code or asking questions on the Internet. Other authors
argue that the use of class derivation as the sole mechanism for extension
makes difficult reusing components developed outside the current project.

Scalability

ns-2 can handle a few thousand network elements [15] but it is not practical
to work with bigger networks; it consumes too much memory and it is not
fast enough. (It is interesting to note that a single run for a simulation
may be “fast enough”, for example some minutes or even a few hours. The
problem is that running a simulation only once has no practical scientific
value.) Higher memory consumption than other simulators is attributed in
[20] to its features that provide for runtime inspection of protocol behaviour.
This is also expected for it being a packet-level simulator.

The impossibility of running a simulation on a single machine because
there is not enough memory may be overcome by using distributed variants
like PDNS.

ns-2 has also been extended to perform better with mobile ad hoc net-
works. In [21] the authors explain their changes that achieves up to 30
times better performance in certain scenarios. Again, slow simulation and
excessive memory consumption is attributed to the use of Tcl.

Data collection and aggregation

ns-2 offers two basic mechanisms to collect and aggregate data. The first is
called trace and, in simple terms, it allows logging of events to a file or to the
console while the simulation is running. As such, it is a low-level mechanism.
The other is called monitor and is capable of recording counts of events, like
packet arrivals and departures, packets dropped, delay experienced, etc.
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With the help of classifiers, it can be applied to flows instead of packets.
The output can also be directed to a file. ns-2 also generates a trace file for
NAM, the visualization tool.

In practice, and as pointed out in [22], the ns-2 user generally has to pre-
pare special programs or scripts to process and summarize the data obtained
with the simulator’s logging facility to conduct further analysis.

2.2.3 ns-3

ns-3 is, as ns-2 is, an open sourced discrete-event network simulator avail-
able for research and educational use. ns-3 is licensed under the GNU
GPLv2 license and it can be downloaded from [23]. ns-3 has been designed
to replace the current popular ns-2. However, it is important to notice that
ns-3 is not an updated version of ns-2 because it is not compatible with
ns-2.

The basic idea of ns-3 comes from several different network simulators
including ns-2 and GTNetS. In [24], the author lists the major differences
that exist between ns-3 and ns-2 :

1. Different software core: The core of ns-3 is written in C++ and with
Python scripting interface (compared with OTcl in ns-2 ). Several
advanced C++ design patterns are also used.

2. Attention to realism: protocol entities are designed to be closer to real
computers.

3. Software integration: support the incorporation of more open-source
networking software and reduce the need to rewrite models for simu-
lation.

4. Support for virtualization: lightweight virtual machines can be used.

5. Tracing architecture: ns-3 is developing a tracing and statistics gath-
ering framework trying to enable customization of the output without
rebuilding the simulation core.

Nonetheless, nowadays one of the biggest handicaps of ns-3 is that it
needs the research community to collaborate. Moreover, as stated in [24],
the simulation credibility needs to be improved. One of the limitations
of simulations, in general, is that it often suffers from lack of credibility.
According to [24], there are four points that ns-3 should address in order to
find a solution to this problem:

1. Hosting ns-3 code and scripts for published work.

2. Tutorials on how to do things right.



CHAPTER 2. THEORY AND CONCEPTS OF SIMULATION 16

3. Flexible means to configure and record values.

4. Support for ported code should make model validation easier and more
credible.

Finally, in order to face other simulators like OPNET, ns-3 would need
a lot of specialized maintainers, who could answer to user’s questions, fix
bugs found by users, and help to test and validating the system.

2.2.4 OMNet++

According to its website [25], OMNeT++ is a “public-source, component-
based, modular and open-architecture simulation environment with strong
GUI support and an embeddable simulation kernel”. Its primary application
area is the simulation of communication networks, even though it is equally
possible to use it to simulate processes and systems in other areas. Its
implementation language is C++ and offers a simulation class library in
that language. The product is free for academic and non-profit use; other
uses require a commercial license.

Message passing is the central communication mechanism used by the
simulator components, which simplifies running simulations in a parallel and
distributed environment with OMNet++. Compared to the well known ns-
2, it is a very young tool (its development started in 1998) and, because of
this reason, it comes with far less number of pre-built modules and protocols.

In OMNeT++, a model of a network consists of hierarchically nested
entities called modules. Modules communicate via message passing, where
the messages can contain arbitrarily complex data structures. Modules can
send messages either directly to their destination or along a predefined path,
through gates and connections, which have assigned properties like band-
width, delay and error rate. Modules can have parameters which are used
to customize module behaviour, to create flexible model topologies and for
module communication, as shared variables. The user must provide the low-
est level module in the hierarchy, containing the the algorithms in the model.
During simulation execution, simple modules appear to run in parallel, since
they are implemented as coroutines.

OMNeT++ uses two extension languages that the user must employ
to write models and control the simulation. One is C++ and the other is
called NED. Files written in NED describe the topology of the network; they
are translated to C++ by a tool that comes with OMNeT++, although in
current versions it can be loaded dynamically and, therefore, translation is
no longer obligatory. Furthermore, module functionality is written directly
in C++ and defines how to process each packet that arrives to an input
gate, as well as how to send it.

The files that comprise a simulation project are translated to object code
and, after linking, a standard executable file is obtained. OMNeT++ uses
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Tcl as a library to support graphical user interface, although for deployment
a console version is recommended in the product’s manual.

Software engineering issues

In [15] OMNeT++ is praised for its overall design, ease of use and flexibility,
especially when comparing it with ns-2. This is expected, considering that
it is a much younger product and its design should have benefited from past
experiences with other simulators. Besides, the user base is smaller and the
development process seems to happen in a more centralized way.

Scalability

In [15] a good scalability is expected because of its support for parallel
and distributed simulations. OMNeT++ primarily uses Message Passing
Interface (MPI) to communicate Logical Processes (LP). A complex model
must be partitioned such that each submodel is run by a different LP. On
shared-memory multiprocessors, named pipes can be used instead of MPI.

Data collection and aggregation

OMNeT++ logging capabilities are similar to ns-2, although judging from
the documentation, it looks even less specialized. It supports output vectors
(objects of a predefined C++ class) that programs can use to collect data
and generate output to a file at simulation termination. The users’ man-
ual suggests to use external tools to automatically process these files. The
documentation does not specify if these output vectors are kept in memory
during simulation, which can lead to memory exhaustion, or what is the
proper or easiest way to consolidate logs generated on different nodes in a
distributed simulation without introducing runtime bottlenecks due to I/O.

2.2.5 GTNetS

GTNetS (Georgia Tech Network Simulator) was presented in 2003 with the
stated goal of allowing much larger-scale simulations that could be created
easily by existing tools at that time. To address scalability, it was designed
to support parallel and distributed simulations. It is interesting to point
out that the author started GTNetS after having implemented pdns, the
Parallel/Distributed ns. He was convinced that achieving further improve-
ments in topology scale with the baseline ns-2 would be difficult due to basic
design deficiencies.

The simulator uses C++ as the implementation and simulation language.
Therefore, the simulation must be driven by a main program written in this
language. This is coherent with the author’s position that the use of Tcl in
ns-2 contributes to substantial memory consumption.
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The simulator was deliberately designed to structure simulation networks
like the real ones. In GTNetS, “there is a clear distinction between nodes,
interfaces, links, and protocols. Node objects represent the basic function-
ality of a network node (either a router or end-user system), and contain
one or more Interface objects. Each interface object has an IP Address and
an associated network mask, as well as a Link object encapsulates the be-
haviour of the transmission medium. Packets in GTNetS consist of a list
of Protocol Data Unit objects (PDUs). This list is created and extended
while a packet moves down the protocol stack through the various layers.
When moving up the stack, each protocol layer removes and processes the
corresponding protocol header, as its done in a real protocol stack. Each
protocol layer communicates with the layer below it by invoking a DataRe-
quest method, specifying the packet (and current state of the PDU stack),
and any protocol specific information required by the next lower layer. Sim-
ilarly, protocols accept up-calls from the layer below using a DataIndication
method. Layer 4 endpoints are bound to port numbers, either well-known
fixed values or transient ports, just like real layer 4 endpoints. Connections
between layer 4 endpoints are by IP Address and Port Number, in a fashion
nearly identical to actual protocols.” [22].

GTNetS comes with a number of well-known protocols at all the sup-
ported layers. For example, at the application layer there are models for a
web browser and the Gnutella, and even for distributed denial-of-service at-
tacks. At the transport layer, it has models for TCP Reno, TCP NewReno,
TCP Tahoe and TCP SACK. A difference with ns-2 is that the end-points
of a connection need not be created manually because “applications” are
bound to ports in the transport layer and start listening automatically, just
like they do under the familiar TCP/IP Socket interface. Supported link-
layer protocols include IEEE 802.3 and IEEE 802.11, for wired and wireless
networks respectively. An extension called GTSNetS (note the additional
“S” between T and N) is presented in [26], to specifically target sensor net-
works. No further information is presented here about it.

Software engineering issues

The simulator is still very young; the author himself points out features
that are still immature or missing. It was not possible to find other author’s
experiences with the software.

Scalability

The author reports preliminary results in [15] in which networks with more
than 480,000 nodes are simulated in a distributed environment consisting of
32 systems with a total of 128 processors. The total running time has an
almost-linear growth. In a related paper [27], the scalability of pdns and
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GTNetS is studied, concluding that both have very similar performance
when run on workstation-class machines and on a cluster at the Pittsburgh
Supercomputing Center.

Data collection and aggregation

It has a number of data summarization primitives to assist the user in gath-
ering network performance statistics during the simulation execution. The
author does not provide much detail about mechanisms, but mentions a
couple of examples. One is about the Web Browser object, that has an
optional histogram object that can be used to trace the response time for
each requested web object. The other refers to keeping track of TCP se-
quence numbers sent and acknowledged as a function of the simulated time.
Logs can be written selectively to files. As with other simulators, external
programs must be used for processing and analysis.

2.2.6 Shawn

Shawn is a new simulator designed to work with huge wireless sensor net-
works, e.g., those with hundreds of thousands of nodes. The increased scal-
ability is achieved by using more abstract models: instead of fully simu-
lating communication media according to its real-world characteristics, or
lower-level networking protocols, it is better to use a well-chosen random
distribution on message delay and loss [28].

Shawn deliberately departs in its approach from other network simula-
tors. Its authors believe that simulation of network stacks is not a fruitful
approach for the evaluation of protocols and algorithms for wireless sensor
networks. Shawn simulates the effect caused by a phenomenon, not the
phenomenon itself. For example, instead of simulating a complete MAC
layer including the radio propagation model, its effects are modeled, i.e.,
packet loss and corruption. The simulations run much faster, but details
about the performance and behaviour of the physical layer or the packets
are impossible to obtain, as it is with more traditional simulators like ns-2.

Software engineering issues

Shawn is implemented in C++ and this language must also be used to
implement the models. In [29] there is a document intended for developers,
but it is still very incomplete.

Scalability

Being scalability its main selling point, it is not surprising that, according
to its authors, its performance is excellent. A comparison with ns-2 is
presented in [28]. For the example, a network with 2,000 nodes simulated in
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ns-2 requires more than 25 hours, while in Shawn it takes only 19 seconds.
Memory consumption is equally impressive: for the same network, ns-2 uses
more than 220 MB of RAM, while Shawn uses less than nine.

Data collection and aggregation

Both [28] and the developers’ guide omit any reference to logging or any
data collection mechanism. In the latter, however, appears mentioned the
Apache-sponsored library log4cplus.

2.3 Path-Oriented Network Simulator

The author of this project had to deal, two years ago, with OMNet++ in his
bachelor’s degree of Computer Science. In order to carry out that project in
the BCDS (Broadband Communications and Distributed Systems) research
group, some well known network simulators were reviewed (some of them
have been reviewed in Section 2.2). Therefore, OMNet++ was chosen to be
used. Although the experience was totally enriching, too much effort and
time had to be dedicated to learn how to use the simulator, and how to
program new modules that were not able on the framework that OMNet++
was offering in 2008.

One may ask “why do you need to program your own simulator, if there
are a lot of them?”. The answer is easy: the level of abstraction that is
needed in order to carry out this project (and some others of the BCDS
research group) can not be found in any of the simulators presented. For
example, OMNet++ is a powerful network simulator but it is too detailed
for what this project requires. It needs to program modules, configure them,
etc. Basically, it is a matter of the time that has to be dedicated to both,
learn how to use the simulator and program new modules for it.

The initial version of the Path-Oriented Network Simulator (PONS) was
programmed by Juan Segovia, member of the BCDS research group, at
the end of 2008. PONS has been programmed with Java and its main
characteristic is that, as its name indicates, it is a path-oriented simulator.
It means that a connection is affected if one of the components of the path,
where the connection is going through, fails. It is also interesting to note
that it was initially programmed to be easily extended. Thus, since the
earliest version of PONS (2008), several modules have been added in order
to extend its functionality.

It is important to note that the last module that has been added to
PONS is one that, depending on several parameters, can cause different
kind of impairments on a network. The impairments considered in PONS
are extensively defined in Chapter 3.

Therefore, PONS has three main inputs, in order to carry out simula-
tions:
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1. A network topology: the topology must be provided in either .NET
or .SGF format.

2. A traffic matrix: the traffic file must be a .TRF file, generated with
the gentraf [30] tool. This traffic file must have a relation with the
network topology.

3. A kind of impairment or multiple failure.

Moreover, PONS has a set of tools that are able to calculate several
topological features, given a network topology. For example, the average
shortest path length, the largest eigenvalue, the assortativity coefficient or
the joint degree distribution, are some of the features that PONS’ tools are
able to calculate. These features and some more are defined in Chapter 4.



Chapter 3

Network Impairments

In this Chapter, a brief background of some well known taxonomies of at-
tacks is provided. Then, the taxonomy proposed in this project is presented.

3.1 Background

Assuming that a network is more robust if the service on the network per-
forms better, where performance of the service is assessed when the network
is either (a) in a conventional state or (b) under perturbations (failures,
virus spreadings, etc.), the robustness does depend on the type of impair-
ment that occurs. From here on, the term impairment refers to any kind of
attack, multiple or cascading failure that can occur within a network.

Attacks over the years have ranged from throwing a glass of water over
a computer, to more developed techniques. Several taxonomies have been
proposed in order to classify network attacks; specifically within communi-
cation networks. Some of the references provided in this Section, are not
only focused on network attacks, but on computer ones. With respect to a
network attack, a network could be used in several ways (such as a worm)
in order to propagate any kind of attack or multiple failure.

In [31], many network attacks regarding to a TCP/IP based network are
considered. In [32] a general overview of the types of attacks that are related
to Internet’s security is given. In [33], the author presents an exhaustive
review of several taxonomies, analyses in detail each kind of attack that is
considered and, finally, presents one of the most complete taxonomies that
can be found in the literature. The proposed taxonomy in [33] consists of
four dimensions: “The first dimension covers the attack vector and the main
behaviour of the attack. The second dimension allows for classification of
the attack targets. Vulnerabilities are classified in the third dimension and
payloads in the fourth”. As a novelty, in [34] a taxonomy of attacks on
3G networks is provided. One of the latest taxonomies presented can be
found in [35], called AVOIDIT (Attack Vector, Operational Impact, Defense,
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Figure 3.1: Examples of a SR impairment. (a) and (b) show that nodes are
chosen randomly.

Information Impact, and Target). Although it is a cyber attack taxonomy,
it presents some interesting features, because five major classifiers (as the
taxonomy’s name indicates) characterize the nature of an attack.

3.2 Proposed taxonomy

After the background provided in the previous Section, the discussion pre-
sented here simplifies such previous categorizations and focuses on classi-
fying the types of impairments that can occur on the nodes of a network.
The taxonomy presented below has been defined in order to fulfill the actual
requirements of this project. Nonetheless, it has also been defined in order
to be easy extended, so as to consider other components of a network, such
as links.

Therefore, impairments or multiple failures are basically divided into
two groups: statics and dynamics. The former is related to the idea of
affecting a network permanently and just once, while the latter is related to
an impairment that has a temporal dimension.

3.2.1 Static

Static impairments are essentially one-off attacks that affect one or more
nodes at any given point. There are, in essence, two forms of static impair-
ments:

Random (SR (Static Random))

In the SR case, nodal attacks occur indiscriminately selecting nodes at ran-
dom. Fig. 3.1 shows this kind of impairments.
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Target (ST (Static Target))

Nodes in an ST attack are chosen in order to maximize the effect of that
attack; there is an element of discrimination in the impairment. The choice
of attack target may be a function of network-defined features such as nodal
degree, between-ness centrality or clustering, as well as other “real-world”
features, such as the number of users potentially affected and socio-political
and economic considerations. Fig. 3.2, Fig. 3.3 and Fig. 3.4 show some
examples of ST attacks, considering different elements of discrimination.

3.2.2 Dynamic

This second type of failures (commonly related to multiple failures such as
cascading failures) has a temporal dimension. Two types are defined:

Epidemical (DE (Dynamic Epidemical))

Considering a DE, a failure occurs in a node (or a set of nodes of the network)
and the failure can spread through the network (becoming an epidemic) or
not. The rise and decline in epidemic prevalence of an infectious disease
(or failure) is a probability phenomenon dependent upon the transfer of
an effective dose of the infectious agent from an infected individual to a
susceptible one [36]. Fig. 3.5 shows an example of how an epidemic can
affect a network.

This type of failures is based on epidemic models (EM) and there are
several forms of them. The first type, called the Susceptible-Infected (SI)
considers nodes as being either susceptible (S) or infected (I). This type
assumes that the infected nodes will remain infected forever and, so, can be
used for “worst case propagation”. Another type is the Susceptible-Infected-
Susceptible (SIS), which considers that a susceptible node can become in-
fected on contact with another infected node, then recovers with some likeli-
hood of becoming susceptible again. Therefore, nodes will change their state
from susceptible to infected, and vice versa, several times. The third kind is
the Susceptible-Infected-Removed (SIR), which extends the SI model to take
into account the removed state. In the SIR group, a node can be infected
just once because when the infected nodes recover, they become immune and
will no longer pass the infection onto others. Finally there are two models
that extend the SIR one: SIDR (Susceptible Infected Detected Removed)
and SIRS (Susceptible Infected Removed Susceptible). The first one adds
a Detected (D) state, and is used to study the virus throttling, which is an
automatic mechanism for restraining or slowing down the spread of diseases.
The second one considers that after a node becomes removed, they remain
in that state for a specific period and then go back to the susceptible state.
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Figure 3.2: Example of a ST impairment. The element of discrimination is
the nodal degree.

Figure 3.3: Example of a ST impairment. The element of discrimination is
the between-ness centrality.

Figure 3.4: Example of a ST impairment. The element of discrimination is,
in this case, to disconnect the network.

Figure 3.5: Example of a DE impairment. A failure occurs on a node, and
after a period of time, it spreads to its neighbours.
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Periodical (DP (Dynamic Periodical))

A DP is, simply, any kind of impairment that occurs periodically following
its characteristic cycle.



Chapter 4

Metrics of Robustness

In this Chapter, firstly, a background of some well known graph robustness
metrics is provided. Secondly, these metrics are defined. Lastly, the two
metrics proposed in this project are presented.

4.1 Background

Several topology features are considered in the classical approach which is
based upon basic concepts of graph theory: these include average nodal
degree, node connectivity [37], heterogeneity [38], symmetry ratio [39], di-
ameter, average shortest path length [40], average neighbor connectivity [41]
and the assortativity coefficient [41].

Moreover, in a more contemporary approach, other metrics in network-
ing literature were introduced; including the largest eigenvalue [41][42], the
second smallest laplacian eigenvalue [43] and the average two-terminal reli-
ability [44].

The set of metrics presented in this section is defined in more detail in
4.2. None of these metrics matches completely with the advanced concept
of robustness that is considered in this project.

4.2 Topology characteristics

4.2.1 Average nodal degree (k)

This is the coarsest connectivity feature of any topology. Networks with
higher k are “better-connected” on average, and, consequently, are likely to
be more robust. On one hand, “more robust” means that there are more
chances to establish new connections. However, if a node with a high nodal
degree fails, potential higher numbers of connections are also prone to be
affected. Thus, this metric by itself provides only a limited measure of the
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robustness of a network which is likely to vary depending on how the nodal
degree is actually distributed over the graph.

4.2.2 Node connectivity

This metric represents the smallest number of nodes whose removal results
in a disconnected or single-node graph. Moreover, connectivity can also be
defined as the smallest number of node-distinct paths between any two nodes
[37]. This metric gives a crude indication of the robustness of a network in
response to any of the impairments defined in Section 3.2.

4.2.3 Heterogeneity

Heterogeneity is the standard deviation of the average nodal degree divided
by the average nodal degree [38]. In Sydney et al. [45] a range of different
attacks (SR and ST) are invoked over a variety of networks, and it can be
observed that heterogeneous networks are likely to be more robust. The
lower the magnitude of its heterogeneity, the greater the robustness of the
topology.

4.2.4 Symmetry ratio

This ratio is essentially the quotient between the number of distinct eigen-
values (obtained from the adjacency matrix of the network) of the network
and the network diameter. Therefore, on high-symmetry networks, with
symmetry values between 1 and 3, the impact of losing a node does not
depend on which node is lost, what means that networks perform equally in
response to a random (SR) or a target attack (ST) [39]. Random networks
do not have, in general, high symmetry values. However, for random graphs,
where nodes are of equal importance in a statistical sense: since links are
placed randomly, no node is privileged by design. This condition can not be
applied to small-world or scale-free networks.

4.2.5 Diameter

The diameter is, like the average nodal degree, another coarse robustness
metric of a network. It is the longest of all the shortest paths between pairs
of nodes. In general, one would wish the diameter of networks to be low.
Scale-free networks generally have small diameters, but are not particularly
robust in response to deliberate attacks (ST), due to their relatively low
value of node connectivity. Nonetheless, small-world networks represent a
combination of the advantages of the properties of random networks (where
no node is privileged by design) and scale-free networks (where there is a
low diameter). We also note that expansion, the diameter of a network
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normalized by its size, could be also used in order to carry a comparison
analysis [46].

4.2.6 Average shortest path length

Average shortest path length (ASPL) is calculated as an average of all the
shortest paths between all the possible origin-destination node pairs of the
network. Networks with small ASPL are more robust because, in response
to any kind of impairment (SR, ST, DE or DP), they are likely to lose fewer
connections.

4.2.7 Largest eigenvalue (λ)

Most networks with high values for the largest eigenvalue have a small di-
ameter and are more robust. In general, networks with larger eigenvalues
have more node and link disjoint paths to choose from. Therefore, this met-
ric provides bounds on network robustness with respect to both link and
node removals [41]. This metric is also associated in defining the epidemic
threshold of a network, which correlates with the severity of an epidemic
failure (DE) on a network [42].

4.2.8 Second smallest Laplacian eigenvalue (λ2)

This metric, also known as algebraic connectivity, measures how difficult it
is to break the network into islands or individual components. The larger
the λ2, the greater the robustness of a topology against both node and link
removal [43].

4.2.9 Average neighbor connectivity

This metric provides information about 1-hop neighborhoods around a node.
It is a summary statistic of the Joint degree distribution (JDD) and it is
simply calculated as the average neighbor degree of the average k -degree
node [41].

4.2.10 Assortativity coefficient (r)

The assortativity coefficient r, can take values between −1 ≤ r ≤ 1. When
r < 0 the network is called to be dissassortative, which means that has an
excess of links connecting nodes of dissimilar degrees. Such networks are
vulnerable to both static random and targeted attacks (SR and ST). The
opposite properties apply to assortative networks with r > 0 that have an
excess of links connecting nodes of similar degrees [41].
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4.2.11 Average two-terminal reliability (A2TR)

This metric is the probability that a randomly chosen pair of nodes is con-
nected. If the network is fully connected the value of A2TR is 1. Otherwise,
it is the sum over the number of node pairs in every connected component
divided by the total number of node pairs in the network. This ratio gives
the fraction of node pairs that are connected to each other. Therefore, the
higher the value (for a given number of nodes removed), the more robust
the network is in response to an static random attack (SR) that affects the
same number of nodes [44].

4.3 Quantitative and Qualitative Robustness Met-
rics

Two new robustness metrics are now proposed, which capture the defini-
tion given in this project for robustness and both define key aspects of the
services (in our case connections) that run over a network. Services can be
classified according to different Quality of Service (QoS) parameters, such
as: delay, jitter, packet loss, etc. Network failures some, if not all, of these
parameters resulting in revised QoS levels. Moreover, from the network op-
erator perspective, failures also affect the number of established and future
connection demands. Considering both aspects (quantity and quality) two
new metrics are proposed to evaluate how network services could be af-
fected in response to different multiple failure scenarios. On one hand, and
in order to simplify, the QuaLitative Robustness Metric (QLRM) quanti-
fies variations in the average shortest path length of established connections,
reflecting that the path length is a function of some key QoS parameters
(delays, packet loss, etc.). On the other hand, the QuaNtitative Robustness
Metric (QNRM) evaluates the number of blocked connections.

4.3.1 QuaNtitative Robustness Metric

The QuaNtitative Robustness Metric or QNRM analyses how an impairment
of any kind (SR, ST, DE or DP) affects the number of connections estab-
lished on a network. In this metric, the number of Blocked Connections
(BC) in each time step are analyzed. We define a BC as a connection that
should have been established at time t but could not be established as a
consequence of nodal failures.

Define BC(t) as the number of BC in a given time step, TTC(t) as the
number of connections that should have been established in the same time
step and Total as the maximum number of time steps. In order to compare
different topologies that may not have the same number of TTC(t) in each
time step, we compute our metric, in each time step t, with the quotient
shown in the following equation:
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QNRM [t] =
BC(t)
TTC(t)

(4.1)

Finally, we calculate the average of all values obtained during the interval
of interest:

QNRM =
∑Total

t=1 QNRM [t]
Total

(4.2)

4.3.2 QuaLitative Robustness Metric

The QuaLitative Robustness Metric or QLRM analyses how the quality of
service on a network varies, when any kind of impairment (SR, ST, DE or
DP) occurs. This metric measures the average shortest path length (ASPL)
in each time step. In contrast to QNRM, QLRM evaluates the Established
Connections (EC).

In order to compare the QLRM for different topologies the values ob-
tained from the average shortest path length (ASPL) are normalized. Define
U(ASPL) as the quotient of the standard deviation of the ASPL of the
topology and its ASPL. Also define U(KoI) as the same quotient, but cal-
culated when any Kind of Impairment has occurred in the network (and the
ASPL has been affected). Then, this metric is defined as follows:

QLRM =
U(ASPL)
U(KoI)

(4.3)

The metric is calculated by normalizing the values with the standard
deviations obtained because, the magnitude of increase or decrease of the
ASPL of a topology in response to an impairment is not of prime importance
for this metric, but rather its variation. With this value we are able to
determine the deterioration of the QoS of a network when an impairment
occurs, compared to the QoS that the unimpaired network should normally
provide.



Chapter 5

Case Study

In this Chapter, we choose six different topologies as exemplars to review
the metrics defined in Section 4.3 and to compare the previously defined
metrics from the literature with the two proposed in this project. The aim
of this Chapter is not to try to assert which kind of the topologies presented
is more robust, but to demonstrate that the proposed metrics in this project
(QNRM and QLRM) are able to evaluate the robustness of a network, when
services are running over it.

The rest of this Chapter is structured as follows: in Section 5.1, we
characterize a set of six exemplar topologies with the metrics described in
Section 4.2. Furthermore, in Section 5.2 we define a simulation scenario
in order to calculate the two new metrics of robustness presented in this
work. Finally, in Section 5.3, first we provide a robustness ranking of the
six networks regarding to the graph robustness metrics. Secondly, we show
and analyze the results obtained from the simulations.

5.1 Topologies

The six topologies analyzed in this Chapter are presented below and their
key characteristics are listed in Table 5.1. Topologies are all related to
complex networks. They have been proposed to show different characteristics
in terms of diameter and average node degree.

The library that has been used in order to generate them is called igraph
[47]. igraph is is a free software package for creating and manipulating
undirected and directed graphs. It runs on most modern machines and
operating systems, and it is tested on MS Windows, Mac OSX and various
Linux versions. igraph is available as a C library, as a Python extension, as
a Ruby extension and also as a R (a free software environment for statistical
computing and graphics) package. In this project, the igraph’s R package
has been used. In A, a tutorial of how to use igraph on R is provided.

The random networks have been obtained using the Erdős–Rényi model



CHAPTER 5. CASE STUDY 33

Figure 5.1: er400d3 (left) and er400d6 (right)

Figure 5.2: sw400d10 (left) and sw400d20 (right)

[48], small-world using the Watts and Strogatz model [49] and scale-free ones
using the Barabási–Albert (BA) model [50]. In Table 5.1, the two random
networks are the ones that start with er-, while the small-world and scale-
free networks are indicated by h the sw- and sf- prefixes respectively. The
two random networks can be observed in Fig. 5.1, the two small-world in
Fig. 5.2 and the two scale-free in Fig. 5.3.

5.2 Simulation Scenario

In order to calculate our metrics of robustness, the simulation scenario must
be detailed. All the simulations last for 10000 time steps with a traffic load
of 80000 connections in total. Source and destination of the connections
have been selected randomly and with the restriction that they cannot be
adjacent (connections are a minimum of two hops). There is no restriction in
link capacity so if there are no failures, all the connections are accepted. The
generation of the connections and their duration follows negative exponential
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Figure 5.3: sf400d2 (left) and sf400d4 (right)

distributions with average inter-arrival and holding times of 0.12 and 100
time steps respectively.

Simulations causing the following impairments are carried out:

• SR: A static random attack that affects the 20% of nodes of the net-
work is activated at the start of the simulation.

• DE: The Susceptible-Infected-Disabled (SID) epidemic model [51], pre-
viously presented by the authors of this work, will be used in this case
study. A dynamic epidemic failure that initially affects the 3% of nodes
of the network is activated at the start of the simulation, reaching a
total of 20% of nodes affected after a period of time (this period is
different for each topology and depends upon its specific topological
features).

Then, we are able to obtain results showing how the set of exemplar
topologies performs in response to either a static random attack (SR) or a
dynamic epidemic failure (DE), when both affect the same number of nodes.

5.3 Results

The results of the Case Study are presented over. First, a ranking of the
topologies based around the traditional robustness metrics is listed. Sec-
ondly, the simulation results are provided in order to analyze and compare
them with the grades obtained from the graph robustness metrics.

In Table 5.2 the classification based on the features of the topologies of
5.1 can be observed. In this classification, 1 represents the most robust with
increasing rank representing successively reduced robustness. The last row
indicates the global ranking of the topologies and is the simple unweighted
average of the positions of the previous rankings of each topology. This
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average could be calculated using different weights for each kind of metric,
depending on the specific necessity of the network designer. However, in the
first instance, we consider all the metrics to be equally weighted and will
contemplate the option of a weighted average in future work.

As it can be seen in Table 5.2, the ranking of the average two-terminal
reliability is provided. This ranking has been obtained from Fig. 5.4, which
shows how the reliability of the set of topologies evolves when nodes are
removed from the network. It is important to note that the average nodal
degree ranks the topologies as A2TR does. Furthermore, the rest of rankings
in Table 5.2 are based on topological features of the networks.

On the third row, topologies are ranked by their node connectivity. As
expected, scale-free networks can be disconnected by removal of just one
node. It is interesting to note that, according to the node connectivity, the
random topologies have the same performance as the scale-free networks.
Regarding the largest eigenvalue, sw400d20 is the most robust topology, in-
dicating that, under an epidemic failure (DE), this network performs better
than the others.

Thereafter, rankings of the average shortest path length and the second
smallest laplacian eigenvalue show interesting results: although sw400d20
is the most robust, there is no match in the 2nd, 3rd and 4th most robust
topologies. The following two rows show the classification based on the
average network connectivity and on the assortativity coefficient. The small-
world pair are the most robust, implying that these two networks are less
vulnerable under any kind of static impairments (SR or ST).

Finally, the classification regarding to the symmetry ratio is shown. In
this case, it can observed that the two topologies with less average nodal
degree are the ones that are more symmetric (and more robust). However,
later on we show that, contrarily, these two topologies are highly affected by
any kind of attack (SR and DE) in comparison with the other four exemplars.
Thus, symmetry ratio would not be a suitable metric in relation to low
average nodal degree networks.

To summarize the ranking provided in Table 5.2, a global ranking has
been calculated and listed in the last row. This final and summary rank-
ing gives an approximation to the robustness of the networks considered in
this case study considering the traditional robustness metrics which omit
considerations about any connections on the network. Here, the two small-
world are the most robust, followed by the random network er400d6 and
the scale-free sf400d4. Although the small-world sw400d20 is ranked as the
most robust, there is one metric that considers that this network would be
less robust than the others (the symmetry ratio). In addition, some metrics
differ in identifying the 2nd and 3rd most robust topologies. This means that
one should really use a group of metrics to define the robustness rather than
rely on any single graph robustness metric. Thus, considering several graph
based robustness metrics becomes necessary when robustness of a network is
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Figure 5.4: Average Two-Terminal Reliability of the Case Study topologies

to be analyzed, but such an approach would not be sufficient for a network
provider, because it does not take into account the connections that run over
a network and does not give any information about the service performance
of a network under any kind of impairment.

The results of the simulations are presented further down. In Table 5.3
results associated with the QNRM metric can be observed. Table 5.3 is
divided as follows: rows from 1 until 3 pertain to the behavior of the network
in response to a SR impairment while from 4 until 6 pertain to the metric’s
value in response to an DE failure. The last two rows show the relation
between the DE and the SR in order to facilitate a comparison between the
robustness of the networks when either a SR or a DE failure occurs.

As can be observed in Table 5.3, regarding the SR impairment, the most
robust topologies are the two small-world networks, followed by sf400d4 and
er400d6. The worst network in this scenario is sf400d2 because it blocks
almost the 80% of the connections that should be established. Nevertheless,
it is interesting to note that, in response to a DE failure, the third most
robust network is the er400d6, followed by sf400d4.

The last row shows a classification of the topologies sorted by the ratio
calculated in the row above it. Then, sw400d20 is the topology that shows
the most improvement in its performance when comparing a SR and a DE
failure; the number of blocked connections reducing to almost 50% when
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an epidemic failure (DE) occurs. Second (er400d6 ) and third (sw400d10 )
position networks have a ratio value extremely close to unity which means
that they perform equitably in response to both kinds of impairments. The
network where the number of blocked connections in response to an epi-
demic rises most, compared with a static random impairment, is sf400d4.
This means that sf400d4 is a network where the performance varies accord-
ing to the kind of attack; a characteristic that may not be desirable for a
telecommunications network supporting high levels of dynamic connections.

Furthermore, in Table 5.4 results obtained for the QLRM metric are
shown. Table 5.4 is structured as follows: first two rows display the average
shortest path length (ASPL) feature of each topology with their standard
deviation, rows 3 until 6 are related to the robustness metric in response to
a SR impairment. The four following rows are associated with the behaviour
under a DE failure while the last two rows of the table shows the relation
between the DE and the SR to allow a comparison of the robustness of the
networks under either SR or DE failures.

The fifth row of Table 5.4 shows the value of QLRM in response to a SR
impairment. The ranking provided in the following row reveals that, when
the quality of the service is assessed, sw400d20 is the most robust network
of the exemplar set. Networks er400d6 and sw400d10 have similar behavior,
although the random network is slightly more robust than the small-world
examplar. The worst network in terms of QLRM is sf400d2 because it
has the largest variation of the ASPL. It is interesting to note that sf400d2
decreases its ASPL when a SR impairment occurs because, as can be seen in
Table 5.3, this network blocks almost the 80% of connections and establishes
only short-path-length connections. The robustness characteristics of the
exemplar set described in terms of QLRM is similar to the DE failure case
(ninth row). The last two rows of Table 5.4 show that (as with QNRM),
sf400d4 is the network that performs poorest when considering DE and SR
impairments. It can also be observed that sw400d20 is, again, the most
robust network, and that er400d6 or sw400d10 have similar behavior.

Finally, it can be observed that the metrics shown in Table 5.2 represent
a relatively simplistic approach to define the robustness of a network be-
cause the metrics do not take into account the connections that are running
over the network. Therefore, the results shown in Table 5.3 and Table 5.4
demonstrate that our metrics are able to define the robustness of a network,
capturing the definition of robustness assumed in this paper. QNRM and
QLRM are able to inform the network designer how the performance of
the service would degrade in response to a particular type of impairment.
Furthermore, in order to choose the topology when it is known how the
functioning of a service would be affected, graph robustness metrics could
be considered. Moreover, other kind of topological features (such as the
number of links) could also be helpful for the network designer when cost of
the network is of key importance.
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Chapter 6

Robustness Analysis of Real
Networks

In this Chapter a set of real tele-communication networks is evaluated. Fol-
lowing the same methodology than in Chapter 5, in Section 6.1 the set of
topologies is introduced. Further, Section 6.2 presents the simulation sce-
nario that has been defined in order to carry out the analysis. Finally, in
Section 6.3, firstly, a robustness ranking of the set of networks regarding
to the graph robustness metrics is provided. Secondly, the results obtained
from the simulations are shown and analyzed.

6.1 Topologies

The five topologies considered in the analysis carried out in this Chapter
are presented below. All of them have been obtained from [52], a repository
of well known real tele-communication networks. It is interesting to note
that, almost with all the topologies provided in [52], an image with the
geographical position of them is attached. The five topologies are:

1. cogentco: cogentco’s worldwide Tier-1 optical IP network is one of the
largest of its kind, with direct IP connectivity to more than 3,500
AS (Autonomous System) networks around the world and over 11,000
Gbps inter-networking capacity. The network map can be observed in
Fig. 6.1.

2. deltacom: deltacom is a network that primarily provides services to 8
states of USA. The network map can be observed in Fig. 6.2.

3. ion: ion is a fiber network connecting over 60 rural New York State
communities and their surrounding areas to the Information Super-
highway. The network contains over 2,200 route miles of fiber, and
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Figure 6.1: cogentco

consists of four diverse SONET rings. This network can be observed
in Fig. 6.3.

4. kdl : kentucky datalink (kdl) is a fiber network that spans nearly 30,000
miles and reaches into 26 states. The network map is shown in Fig. 6.4.

5. uscarrier : uscarrier is a network that spans over 20,000 fiber miles.
It can be observed in Fig. 6.5.

Table 6.1 shows the key characteristics of the topologies described above.
It can be observed that, while four of them have a number of nodes that
ranges between 100 and 200, one of them (kdl) has been chosen in order to
have one topology with a higher value of it.

6.2 Simulation Scenario

In this Chapter, the simulation scenario considered is almost the same than
the one considered in 5.2. However, it differs in some aspects, which are
described below:

• SR: In the analysis carried out in this Chapter, the static attack affects
the 10% of nodes of the network, and as described in 5.2, it is activated
at the start of the simulation.

• DE: The dynamic epidemic failure, as described in 5.2, is activated at
the start of the simulation affecting the 3% of nodes, but this time,
reaching a total of 10% of nodes affected after a period of time.
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Figure 6.2: deltacom

Figure 6.3: ion
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Figure 6.4: kdl
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Figure 6.5: uscarrier
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Then, we are able to obtain results showing how the set of real network
topologies performs in response to either a static random attack (SR) or a
dynamic epidemic failure (DE), when both affect the same number of nodes.

6.3 Results

The results of this Chapter are presented over. First, the Average Two-
Terminal Reliability of the networks is shown in Fig. 6.6. Secondly, a ranking
of the topologies based around the traditional robustness metrics is listed.
Lastly, the simulation results are provided in order to analyze and compare
them with the grades obtained from the graph robustness metrics.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

A2
TR

Ratio of Nodes removed

cogentco
deltacom

ion
kdl

uscarrier

Figure 6.6: Average Two-Terminal Reliability of the set of real network
topologies

Fig. 6.6 shows the Average Two-Terminal Reliability of the five networks.
Because not all of them have the same number of nodes, the number of nodes
removed has been uniformed for each one of the networks, in order to plot
them all in one graphic. One can notice that the networks considered in the
Case Study, could be easily ranked regarding to their A2TR. However, as
it can be observed in Fig. 6.6, the real networks considered in this Chapter
would be difficult to rank, because all of them have a similar average nodal
degree. However, it is clear that the deltacom network is the most robust
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one, regarding to the A2TR. The rest of them have a roughly similar curve,
although the kdl network is the first one that reaches values near 0.

In Table 6.2 the classification based on the features of the topologies of
6.1 can be observed. In this classification, as it was described in Chapter 5,
1 represents the most robust with increasing rank representing successively
reduced robustness. The last row indicates the global ranking of the topolo-
gies and is the simple unweighted average of the positions of the previous
rankings of each topology. This average could be calculated using different
weights for each kind of metric, depending on the specific necessity of the
network service provider. However, in the first instance, we consider all the
metrics to be equally weighted and will contemplate the option of a weighted
average in future work.

As it can be seen in Table 6.2, on the first row the ranking regarding
to the average nodal degree (AND) is provided. The most robust network
is deltacom, followed by cogencto, while the less robust one (that has the
slowest value of AND) is ion. It is important to note that, the five networks
considered in this Chapter have a slightly similar average nodal degree, rang-
ing from 2 to 3. This is an important difference between the set of networks
used in the Case Study 5 and the set of real networks used in this Chapter.
Real tele-communication networks do not have high values of AND.

On the second row, the five networks are ranked by their node connec-
tivity and, because all of them have the same value of it (1), all of them
are ranked equally. It was not expected that real networks could be discon-
nected by removal of just one node. Regarding the heterogeneity, ion is the
most robust topology, while deltacom and cogentco are the worst ones.

Thereafter, rankings of the largest eigenvalue and the second smallest
laplacian eigenvalue show interesting results. Although both of them rank
deltacom as the most robust network, there is no match in the 2nd and 3rd

most robust topologies. As the second most robust, while the former ranks
cogentco, the latter ranks ion, which results to be the worst ranked by the
former.

The following two rows show the classification based on the average
network connectivity and on the assortativity coefficient. deltacom is the
most robust, implying that this network is less vulnerable under any kind
of static impairments (SR or ST). Finally, the classification regarding to the
symmetry ratio is shown. In this case, it can be observed that, just like the
ranking of heterogeneity, deltacom is not the most robust one.

To summarize the ranking provided in Table 6.2, a global ranking has
been calculated and listed in the last row. This final summary ranking gives
an approximation to the robustness of the networks considered in this Chap-
ter considering the traditional robustness metrics, which omit considerations
about any connections on the network. Here, deltacom is the most robust,
followed by uscarrier in second place. cogentco and ion have both the same
average value, so they both are in third place. It is interesting to observe
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that, if the global ranking had not been calculated with the same weights
for all the metrics, cogentco and ion would not have had the same ranking.

As observed in Chapter 5, some metrics differ in identifying the 2nd

and 3rd most robust topologies. This means that one should really use a
group of metrics to define the robustness rather than rely on any single
graph robustness metric. Thus, considering several graph based robustness
metrics becomes necessary when robustness of a network is to be analyzed,
but such an approach would not be sufficient for a network provider, because
it does not take into account the connections that run over a network and
does not give any information about the service performance of a network
under any kind of impairment.

The results of the simulations are presented further down. In Table 6.3
results associated with the QNRM metric can be observed. Table 6.3 is
divided as follows: rows from 1 until 3 pertain to the behavior of the network
in response to a SR impairment while from 4 until 6 pertain to the metric’s
value in response to an DE failure. The last two rows show the relation
between the DE and the SR in order to facilitate a comparison between the
robustness of the networks when either a SR or a DE failure occurs.

As can be observed in Table 6.3, regarding to the SR impairment, the
most robust topology is deltacom, blocking almost the 35% of the connec-
tions that should be established, when a SR impairment affects the 10%
of the nodes. Further, the 2nd most robust topology is cogentco, blocking
around 36% of the connections, while the 3rd most robust is kdl, blocking
almost the 37% of them. Therefore, the difference between these networks
is not significant and the three of them can be considered equally regarding
to a SR impairment. Then, ion is in 4th position, blocking almost the 50%
of the connections. uscarrier is the less robust one because it blocks almost
the 68% of the connections that should be established.

Moreover, in response to a DE failure, the ranking is sorted completely
the other way round. Here, uscarrier is the most robust topology, blocking
around the 20% of the connections. ion is the 2nd most robust blocking
around the 27%. It is interesting to note that, deltacom, that was the most
robust in response to a SR impairment, is the less robust in response to a
DE failure, blocking almost the 75% of the connections.

The last row of Table 6.3 shows a classification of the topologies sorted by
the ratio calculated in the row above it. Then, the uscarrier is the topology
that shows the most improvement in its performance when comparing a SR
and a DE failure; the number of blocked connections reducing to almost 30%
when an epidemic failure (DE) occurs. Second (ion) and third (cogentco)
position networks have a ratio value under the unity, which means that they
perform better in response to a DE failure than to a SR impairment. delta-
com is the topology that shows the least improvement in its performance
when comparing a SR and a DE failure.

Furthermore, in Table 6.4 results obtained for the QLRM metric are
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shown. Table 6.4 is structured as follows: first two rows display the average
shortest path length (ASPL) feature of each topology with their standard
deviation, rows 3 until 6 are related to the robustness metric in response to
a SR impairment. The four following rows are associated with the behaviour
under a DE failure while the last two rows of the table shows the relation
between the DE and the SR to allow a comparison of the robustness of the
networks under either SR or DE failures.

The fifth row of Table 6.4 shows the value of QLRM in response to a
SR impairment. The ranking provided in the following row reveals that,
when the quality of the service is assessed, deltacom is the most robust
network, which means that the average shortest path length does not varies
significantly when a SR impairment is caused. The worst network in terms
of QLRM is kdl because it has the largest variation of the ASPL. It is
interesting to note that uscarrier decreases its ASPL when a SR impairment
occurs because, as can be seen in Table 6.3, this network blocks almost the
68% of connections and establishes only short-path-length connections.

Regarding to the DE failure case (ninth row), the most robust topology
is cogentco, while kdl continues being the less robust network. The last two
rows of Table 6.4 show that, kdl is the network that performs poorest when
considering DE and SR impairments. It can also be observed that cogentco
is the most robust one.

Finally, as observerd in Chapter 5, it can be observed that the metrics
shown in Table 6.2 represent a relatively simplistic approach to define the
robustness of a network because the metrics do not take into account the
connections that are running over the network. Comparing the results shown
in Table 6.2 with the ones shown in Table 6.3 and Table 6.4 one may notice
that just few positions of the rankings match. For example, it is interesting
to observe that, while in Table 6.2 deltacom appears to be the most robust
one, in Table 6.3 it appears to be the less robust in response to a DE fail-
ure. These kind of details must be taken into account when a robustness
analysis is going to be carried out. QNRM and QLRM have shown that
they are a useful tools for a network service provider. Nonetheless, in order
to choose the topology when it is known how the functioning of a service
would be affected, graph robustness metrics could also be considered. More-
over, other kind of topological features (such as the number of links) could
also be helpful for the network designer when cost of the network is of key
importance.
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Chapter 7

Conclusions

In this Chapter the conclusions of the project are exposed. First, some
general project’s conclusions are presented. Then, more specific conclusions
about the Case Study of Chapter 5 and the Robustness Analysis of Real
Networks of Chapter 6 are given.

In this project, some basic concepts of simulation theory are provided.
Moreover, some well-known network simulators are reviewed. Because all
these simulators require a detailed simulation scenario specification, the
Path-Oriented Network Simulator (PONS) has been presented. Some fea-
tures of PONS are then provided.

Thereafter, because the robustness of a network when services are taken
into account, depends on the kind of impairment that is caused on the net-
work, a brief overview of some previous works based on classifying different
types of attacks (or failures) is provided. Then, in order to simplify previous
classifications, a taxonomy focused in network impairments is presented.

Following that, some well-known traditional graph robustness metrics are
reviewed. As such metrics do not take into account services that run over
a network, two new robustness metrics have been presented: QuaNtitative
Robustness Metric or QNRM and QuaLitative Robustness Metric or QLRM.
Moreover, it has been shown that our proposals are able to quantify the
performance of a network under particular types of impairment.

In the Case study, a set of topologies has been defined: two random
networks, two small-world and two scale-free. In order to generate the set
of topologies, the igraph R package has been used. A ranking has been pro-
vided in order to classify this set of networks by their features related to
robustness metrics. Nevertheless, although these metrics could be used to
describe the robustness of a network, they are not capable of indicating how
service operation can be affected under any kind of multiple failure scenario.
Then, the set of topologies has been evaluated with the two proposed met-
rics (QNRM and QLRM), under static random attacks (SR) and dynamic
epidemic failures (DE), both of them affecting the 20% of nodes.
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Results of the Case Study have shown that the proposed metrics are
able to describe the robustness of a network under different impairments
(in this case study: SR and DE). Further, results have also shown which
topologies, from the set considered in the Case Study, are more robust un-
der a specific attack: a network can perform differently depending on the
impairment form. In summary, the two small-world network are the most
robust. Nonetheless, er400d6 and sf400d4 could also be considered on spe-
cific cases. As it can be observed, the rankings provided by our metrics and
the rankings of the graph robustness metrics are different. Therefore, the
choice of most robust topologies should be done complementing the infor-
mation provided by QNRM and QLRM with those provided by the graph
robustness metrics. Furthermore, if the cost is taken into account when de-
signing a network, some other features (such as the number of links) of the
topologies could be considered.

In the Robustness Analysis of Real Networks, a set of five real networks
has been chosen. Four of these networks have a number of nodes that is
between 100 and 200 nodes, while one network has been chosen with more
than 700 nodes. The network maps of the five networks are provided.

Results of the Robustness Analysis of Real Networks have shown that,
according to the ranking provided by the graph robustness metrics, deltacom
is the most robust network, uscarrier is the second most robust and kdl (the
network with a higher number of nodes) is the least robust. However, if the
information provided by this ranking is complemented with the results given
by our metrics (QNRM and QLRM), a network provider is able to know
how the services of the set of five real networks will be affected in response
to a given type of impairment. For example, QNRM shows that deltacom
(the one that, according to the classical metrics, is the most robust) is the
worst network (least robust) in response to a DE failure affecting the 10% of
nodes, because it blocks almost the 75% of the connections that should be
established. Additionally, QNRM shows that uscarrier is the worst network
when a SR impairment affecting the 10% of nodes is caused, because it blocks
almost the 68% of the connections. Then, QLRM shows that cogentco, the
network that the graph robustness metrics rank in the 3rd position, is the
second most robust topology in response to a SR impairment. Furthermore,
cogentco is the most robust topology in response to a DE failure. This
means that, regarding to the variation of the quality of service, cogentco
is better than uscarrier (which is ranked in 2nd position by the classical
metrics). Therefore, this information would not be known if only graph
robustness metrics were taken into account, what demonstrates that our
metrics are two useful tools that can be strongly considered by network
providers. Moreover, regarding to real tele-communication networks, it can
be observed that some networks have been (casually or not) designed to
be more robust in response to a specific kind of impairment (for example,
deltacom) than to another one.



Chapter 8

Further Work

In this Chapter some outlines issues that could be considered as a future
work are defined.

First of all, regarding to the Path-Oriented Network Simulator (PONS),
there are some aspects that could be considered to improve the simulator:

1. The current version of PONS has not got yet a module in order to
process the results. Actually, this step is carried out with a set of
scripts programmed in Perl. As future work it could be interesting to
add a module that could carry out this process.

2. Impairments, in the current versions of PONS, are focused on nodes.
As a future work, impairments could be applied also to links, or clus-
ters, etc.

3. When a simulation has to be carried out, it has to be done within a
command-line environment. Adding a Graphical User Interface (GUI)
in order to execute simulations would be helpful.

4. It could be interesting to write an extensive documentation of PONS.
Then, the simulator could be published on Internet and the research
community could participate providing PONS of new modules.

Regarding to the quantification of the robustness of a network:

1. As a first step, it could be also interesting to evaluate the set of net-
works considered in this project (the ones of the Case Study, and the
real networks) under static target (ST) and dynamic periodical (DP)
failures.

2. More specific QoS parameters could be included in the QLRM metric,
not just the average shortest path length, giving an improved evaluation
of the QoS for the different network services.
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3. It could be interesting to evaluate a wider set of topologies in order to
be able to further define what type of topology (random, small-world or
scale-free) is more robust in response to a given kind of impairment. To
do that, several topologies of each kind could be considered, differing
in the average nodal degree. For example, a set of topologies with
average nodal degree of 2, 3, 4, 5, 6, 7, 8, 9, 10, 15 and 20 could be
considered for each kind of network.

4. Taking into consideration that all the results provided in this project
have been obtained assuming an infinite capacity of links and a unique
traffic pattern, it could be interesting to carry out the same analysis
that has been presented in this project, but within a simulation sce-
nario of finite capacity. Comparing both results (the ones obtained
from infinite capacity simulations with the ones from finite capacity)
it could be possible to know how many connections are lost due to the
capacity, and not only how the service is affected by a failure or an
impairment, but also by the capacity of the network.

5. Moreover, it could also be interesting to carry out analysis (with both
finite and infinite capacity) but with different traffic patterns, in order
to know what kind of topology (random, small-world and scale-free)
or what real network is more suitable for a specific pattern of traffic.

Finally, it could be interesting to find correlations between our metrics
and both graph robustness metrics and some other metrics that consider
connections running over a network [9] [53].

Acknowledgements

This report presents the work that I have performed during my Erasmus
scholarship at University of Strathclyde. Here, I would like to thank many
people, without whom this report would not be possible. In the first place,
I would like to thank my two supervisors and promotors: David Harle and
Eusebi Calle. I feel lucky to be their student. I am thankful to them
for their guidance, patience, for sharing ideas and knowledge in countless
inspiring and open discussions. Their enthusiasm makes my research much
more enjoyable.

I would like to express my gratitude to the members of the Broadband
Communications and Distributed Systems research group, specially to Juan
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Appendix A

How to: igraph as an R
package

A.1 Introduction

In this Section, the following information regarding to igraph has been taken
from [47]. However, Section A.2 and Section A.3 have been written based
on the personal experience of the author of this project.

igraph is a free software package, written in ANSI C, for creating and
manipulating undirected and directed graphs. It includes implementations
for classic graph theory problems like minimum spanning trees and net-
work flow, and also implements algorithms for some recent network analysis
methods, like community structure search.

In the introduction of igraph in [47], one can observe the following as-
sertion: “The efficient implementation of igraph allows it to handle graphs
with millions of vertices and edges. The rule of thumb is that if your graph
fits into the physical memory then igraph can handle it.” Therefore, it is
clear that igraph is a useful tool to take into account when it is mandatory
to work with graphs.

The current version of igraph, at the moment of writing this report, is
0.5.4. It can be installed in several forms:

• as a C library.

• as an R package.

• as a Python extension module.

• as a Ruby extension.

In igraph’s website [47] a detailed Documentation section can be found.
In my opinion, there are some algorithms that could be explained in more
detail, what could help to understand what kind of implementation did the
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authors choose. Moreover, a Mailing list section is also available, as well as
Wiki one, which provides some tutorials.

In this project, igraph as an R package has been chosen, and the topolo-
gies analyzed in the Case Study 5 have been generated using it.

A.2 How to install igraph as an R package

It is possible to use igraph as an extension package to The GNU R project
for Statistical Computing. The flexibility of the R language and its richness
in statistical methods add a great deal of productivity to igraph, with a very
small speed penalty.

First of all, it is necessary to download and install R from [54]. Then,
the simplest way to install the igraph R package is typing the following
command in your R session.

> install.packages("igraph")

For this project, the R MAC OS X version has been used.

A.3 How to use igraph R package

Once everything has been installed, the following step is to add the igraph
package to R, as shown in Fig. A.1 and Fig. A.2.

Figure A.1: Adding igraph R package (1).
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Figure A.2: Adding igraph R package (2).

A.3.1 Generating graphs

In order to generate a random graph, the following command must be writ-
ten on the R’s command-line prompt:

> g <- erdos.renyi.game(10, 1/5)

The first parameter is the number of vertices of the graph, while the
second one is either the probability for drawing an edge between two arbi-
trary vertices or the number of edges in the graph. erdos.renyi.game(n, p
or m) generates random graphs according to the Erdős–Rényi model [48].
By default undirected graphs are generated.

To generate a small-world graph, the following command is used:

> g <- watts.strogatz.game(1, 10, 2, 0.05)

The second parameter indicates de number of nodes, while the third pa-
rameter indicates the neighborhood degree of nodes. watts.strogatz.game(dim,
size, nei, p) generates small-world graphs according to the Watts and Stro-
gatz model [49]. By default undirected graphs are generated.

Finally, to generate a scale-free network, the following command is used:
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> g <- barabasi.game(1000, 1, directed=FALSE)

The first parameter is the number of vertices, while the second one is the
power of preferential attachment. barabasi.game(n, power = 1, directed =
TRUE) generate scale-free graphs according to the Barabási–Albert (BA)
model [50]. By default directed graphs are generated.

A.3.2 Working with graphs

igraph incorporates a wide battery of functions in order to work with graphs.
Some useful commands are commented below.

The following commands calculate the average nodal degree:

> d<-c(1:400)
> for (i in 0:399){ d[i+1]<-degree(g,i)}
> sum(d)/400

Where 400 is the number of nodes of the graph. To plot the degree
distribution:

> plot(degree.distribution(g), type="o", col="blue")

Moreover, the following command calculates the average shortest path
length:

> average.path.length(g)

Then, graphs generated with watts.strogatz.game or barabasi.game may
have loops or multiple edges. The following command must be applied in
order to simplify them:

> g <- simplify(g)

Also, graphs generated with erdos.renyi.game may be disconnected. The
following commands help to check it:

> is.connected(g)
[1] TRUE
> no.clusters(g)
[1] 1

The first command returns a boolean indicating if the graph is discon-
nected. The second one, the number of islands or parts of the graph (1
c̄onnected).

In order to know the power of the Power Law distribution that a specific
scale-free topology has, the following commands must be used:
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> d <-degree(g)
> power.law.fit(d+1,xmin=2)

Finally, it is possible to read graphs from files. The next example shows
the command that must be used in order to read a graph in a graphml
format.

> g <- read.graph(file="PATH/sf400d4.graphml",format="graphml")

A.4 Plotting graphs

igraph offers a wide variety of layouts in order to plot a graph. The command
used must be the following one:

> plot(g,vertex.size=1,vertex.label="",layout=layout.svd)

The parameter layout is the one that must be modified in order to plot
the graph in different ways. For example Fig. A.3 shows the layout of lay-
out.svd, while Fig. A.4 shows the layout of layout.fruchterman.reingold.
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Figure A.3: Plotting a graph with the layout of layout.svd.
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Figure A.4: Plotting a graph with the layout of layout.fruchterman.reingold.
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