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ABSTRACT

Context information has been proved to enhance user’s ex-
perience in mobile apps. In this paper we analyze the man-
agement of such information in health care apps, paying spe-
cial attention to health recommenders and health monitor-
ing applications. The paper first describes the kind of con-
text which can be included in healthcare apps (geographical
and temporal, environmental, and source related). Then,
it discusses how this information can be handled in order
to improve the outputs of the applications and their rea-
soning modules; to illustrate that we describe how context
can be integrated into a well-known reasoning methodology
such as knowledge-based reasoning. As a result, we describe
how context is handled in an app for remote premature-baby
monitoring.
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1. INTRODUCTION

Context-awareness claims that a particular set of informa-
tion can have a different meaning or significance depending
on the context where it is placed or gathered. The medi-
cal domain is no exception to such contention; for instance,
patients can obtain different blood pressure measures de-
pending on whether the pressure test has been taken by a
health professional or not (white coat effect [21]). Similarly,
having a high heart beat frequency when laying at home has
different implications than having it when performing inten-
sive physical activity. Therefore, keeping track of contextual
data arises as a useful instrument for medical applications.

Mobile devices provide a new way of gathering context
data to improve health application outcomes. Particularly,
they enable to automatically gather information regarding

*Corresponding author

Appears in: Proceedings of the 14th International Confer-
ence on Autonomous Agents and Multiagent Systems (AA-
MAS 2015), Bordini, Elkind, Weiss, Yolum (eds.), May,
4-8, 2015, Istanbul, Turkey.

Copyright (©) 2015, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Beatriz Lopez
Universitat de Girona
Girona, Spain
beatriz.lopez@udg.edu

Natalia Mordvaniuk
Universitat de Girona
Girona, Spain
natalia.mordvaniuk@udg.edu

Abel Lépez-Bermejo
Institut d’Investigacio
Biomeédica de Girona

Girona, Spain
carmero@idibgi.org

the place and the time the patient is located when using the
application. This allows identifying useful information like
if the patient is using an application at home, at the hospital
or in a different environment. In addition, the wide range
of sensors that smart-phones are equipped with, combined
to their access to the cloud allow to obtain other relevant
contextual information such as environmental conditions,
weather information, etc. Furthermore, smartphones can
support external devices (e.g. glucometers or pulse oxime-
ters) that provide health measurements but, in turn, intro-
duce new contextual information that can affect such mea-
surements (e.g. some sensor devices might be more reliable
than others or might have different calibration parameters).

The understanding and proper management of context is
directly related to the personalization of the apps to the in-
dividual patient needs. To this end, in this work we review
the context data required in health apps (including the new
information that should be incorporated due to the use of
mobile devices) and we analyze how it can be integrated into
commonly used reasoning techniques, illustrating such inte-
gration by means of knowledge-based reasoning (CBR). The
review proposed in this paper is then used to improve the
outputs of a health app that helps physicians and caregivers
to remotely monitor the development of premature-born ba-
bies.

2. CONTEXT MANAGEMENT IN HEALTH-
CARE APPS

In the health care domain, mobile apps can be used to in-
form physicians regarding the patient status whilst provid-
ing recommendations to patients in order to improve their
recovery process and to improve the patient’s well-being.
Such recommendations are based on smart components (de-
cision support systems) that might take advantage of the
mobile device to improve their outcome thanks to the man-
agement of contextual information. In such scenario, differ-
ent kind of contextual data can be considered [4], and could
influence in different ways the reasoning process of the smart
component to make a decision. Context management is the
whole process of context modeling, context gathering and
context reasoning.

2.1 Context Modeling

Context modelling is the process of identifying the exist-
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Figure 1: Context modelling techniques.

ing context within an existing domain and to include such
context into the whole information model representation.
Initially context management and modelling consisted in
simple key-value pairs to define lists of attributes and their
values describing context information used by context-aware
applications. Currently context management has evolved in
order to allow capturing a variety of context types; managing
relationships, dependencies, timeliness, and quality of con-
text information and supporting reasoning on context. Par-
ticularly, such approaches can be classified between object-
role based and Ontology-based models [4].

The Object-Role Based Context Modeling (ORCM) is based

in the Object-Role Modeling (ORM) languages [19]. ORM is
used by software engineers to model software relations into
relational databases. ORCM intends to enrich ORM soft-
ware modeling tools with contextual information in order
to allow the designing of context-aware applications. This
modeling approach offers the advantage to ease the trans-
lation of the modeled context to SQL relational databases,
allowing to work with context using SQL-like queries ’select
* from users where location 1s X’. However, it also has the
weakness of accepting only flat context information struc-
tures, not allowing the modeling of certain more complex
context situations.

When context modeling requires handling hierarchical and
more complex information structures it can be represented
using Ontology-based models [14]. Such approaches offer the
chance to represent complex relations between contextual
and non-contextual information whilst allowing to represent
hierarchical context information structures. However, it is
important to take into account that there is always a trade-
off between expressiveness and complexity of modeling.

2.2 Types of Context

The modeling of context is tightly related with the kind of
context that is being represented. In this section we propose
a classification of the types of context that can be relevant
for medical applications. Three main types of context data
should be considered: source-related, geographical and tem-
poral, and environmental.

First, healthcare applications that aim to monitor and
evaluate the state of the patients need information about
their vital signs, which are often measured by sensors. Mea-
surements should always be provided by the same sensors,
in order to ensure its proper analysis and comparability be-
tween data. Unfortunately, this is not always possible due
to contextual characteristics related with the sensor and the
retrieval procedure. In addition, it is important to highlight
that the mobile device could be considered a sensor itself (or
a concentrator of sensors) and its features are also a key issue
(i.e. mobile model, operating system, etc.). We consider this
kind of contextual information as source-related context
as it concerns the origin of the information. For a measure,
source-related context can reflect information like which sen-
sor model has been used, as precision and accuracy can vary
from a model to another one; what was the date of calibra-
tion of the sensor; who has taken, read and introduced the
measures (e.g. if the data is automatically gathered, if the
data is introduced by a care given or by the patient itself);
when the measurement is related to subjective data, who
has interpreted the measurement (e.g. impressions about
the aspect of a patient or about the way the patient is feel-
ing), etc. This kind of context allows to assess the reliability
of the measurement; for instance, it can be considered that
a measurement that is automatically taken by an app us-
ing a blue-tooth device is more reliable than a measurement
that needs to be manually introduce by the patient, as the
patient might misunderstand the device output or commit
an error when introducing the measurement to the app. In
turn, a measure obtained from an objective source (e.g. a
medical device) can be considered more concise than a mea-
sure subject to interpretation such as measures evaluating
the behavior of a kid.

Geographical and temporal information also plays an
important role in healthcare applications, and should be in-
cluded when modelling context. The place where a patient
is or the moment of day when he perform an activity is
crucial in assessing his state. Let us suppose an application
that controls post-depression rehabilitation: if a patient lives
in a big city, he will be subject to a higher level of stress
than if he lives in a small town. Therefore, his recovery
rate might be different. Furthermore, an application that
monitors physical performance will get different results de-
pending on whether it’s early in the morning and the user
just woke up, it is midday, or it is at night, when the user
drags more fatigue. Consequently, geospatial and temporal
context information can help to treat the patient data in a
more accurate way. This kind of data is one of the most
used contextual information in context-aware applications
of different fields. For instance, Bose et al. [7] make usage of
the geospatial context in their work, in the field of context
sensitive services (CSS), for discovering the usage of mobile
services that customers performed while being in different
locations of a city.

Finally, environmental context information regarding
the location where the patient is staying can also be a rele-



vant aspect. This type of context is used to define the users
surroundings, such as ambient conditions (e.g. light, noise
levels, humidity or temperature) or social interactions (e.g.
the patient shares its environment with smokers). These
facts can be considered in order to assess the stress the pa-
tient may experiment or its exposure to toxic agents such
as smoke. In previous studies, Alonso et al. [2] endowed a
multi-agent system with environment and user context in
order to enhance assistance and healthcare for Alzheimer
patients living in geriatric residences.

2.3 Context Reasoning

First generation of mobile health care apps was designed
as sensor concentrators to send the patient information to
a server in which took place any reasoning or recommen-
dation feedback for the user. Second generation of health
apps are endowed with one or more intelligent modules (e.g.
rule-based systems, knowledge-based reasoning [6, 5]) which
both, locally (the mobile device itself) and remotely (taking
advantage of a server located in a clinical facility), reason
about medical and statistical data regarding the patient.
The reasoning modules compare the patient data with its
own clinical history and with data regarding other patients
and then provide a recommendation for the physician and/or
the patient. In this scenario, contextual information can en-
rich the app outputs by means of different procedures.

Contextual information can be used to determine the rel-
evance of each patient measure during the reasoning pro-
cess [18]. For instance, context information regarding sen-
sors like accuracy and precision can be used to determine if
a measure is trustable and, therefore, weight the influence of
such measure in the reasoning process. In the same way, the
source of the measure (e.g. a sensor, a physician or manu-
ally entered by the patient itself) might also condition the
reliability of such measure. We call this approach context
weighting.

In scenarios where the reasoning modules compare the
patient data with other patients’ clinic histories, contextual
information can be used to narrow the subgroup of patients
who will be considered during the reasoning process [10] in
what is called context filgering [16]. For instance, patients
can be selected according to geospatial and temporal criteria
in order to improve the diagnosis of environmental diseases.

Finally, in cases where there is more than one reasoning
module, contextual information can be used to decide which
module can provide the best recommendations given the user
situation. Similarly, the reasoning modules outputs can be
merged taking into account the context particularities in
what is known as context-boosting [12].

2.4 Knowledge-based Reasoning with Context

Following, methods described in Section 2.3 are illustrated
using a well-known reasoning technique as knowledge-based
Reasoning (CBR) [1]. Roughly speaking , CBR is the method-
ology of solving new problems or cases by reusing the infor-
mation and solutions obtained from past similar experiences
and problems (which are stored in a knowledge-base).

2.4.1 Context weighting

Context can be useful to, depending on the situation, de-
termine which attributes play the most important role and
which are not relevant or not trustworthy (Figure 2). In this
approach, after identifying the existing contexts within the
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Figure 2: Contextual attribute weighting schema.

knowledge-base, the CBR must be trained in order to learn
which weight corresponds to each attribute depending on
the context. Hence, each context is associated with a differ-
ent set of weights, and the weights used during in the CBR
depend on the context of the query case. The steps which
need to be carried out in order to include context weighting
into CBR are the following;:

e Context representation: Using only the contextual in-
formation of the cases stored in the knolwedge-base,
the different types of available contexts are identified.
The process of identifying the existing contexts can be
performed by an expert or by context classification al-
gorithms (e.g. ConText [9], data fusion techniques [20]
or subgroup discovery [22, 13]). The different types of
detected contexts act as labels [ which identify the dif-
ferent cases of the knowledge-base.

context: {c1,...,cn) — label: [
case i ((ati, ... ath, ), 1)

where ¢,, corresponds to context attributes and at?, to
case attributes.

e Attribute weighting: Once the existing contexts have
been identified and the knowledge-based labeled, the
attribute weights for each type of context must be de-
termined. To this end, each case of the knowledge-
base is labeled with its context information. Then,
for each of the existing types of context, the weights
of the attributes are learned considering only cases la-
beled with the specific context. The process of learn-
ing the attributes can be developed following different
approaches (e.g. genetic algorithms [17], swarm intel-
ligence [8] or decision trees [11]) as long as only cases
labeled with the same context are used in the process.
In this way, for every context label l,,, a set of weights
is learned:

whn = (wir, . wln ) (1)
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where W™ is the set of weights for the context label
I and whm is the weight for the attribute n given the
context label [,,.

e Query case representation: When a new query case c is
introduced into the CBR, the context of the query case
needs to be identified (I.) and, then, the set of weights
corresponding to the context of the case is selected.

e Context CBR: After identifying the context of the case
and retrieving its corresponding set of weights, the
CBR system is executed with the desired parameters
but with the context specific set of weighs W'e. There-
fore, the similarity function used in the retrieval stage
is conditioned by the attribute weights. For example,
the similarity function can be defined as follows:

AT _
sim(c,i;) = Z we % fr(ats,, atd) (2)

where AT = (ati,..,atn) is the set of attributes of
the knowledge-base, wlc € W' and f(at®,at®) is the
metric used to evaluate the similarity between two at-
tributes.

This approach can be useful in cases where the context
conditions the validity of certain data. For instance, in
a situation where the knowledge-base contains information
about cases gathered with sensors with different precisions
source-related context can be used to give more importance
to the data gathered with the most precise sensors. For the
attribute weighting, source-related context is used to give
more weight to the measurements which have been obtained
under objective and more error-robust methods. On the
other hand, environmental and temporal context are used
to filter the patients knowledge-base in order to give more

importance to those patients who were evaluated under sim-
ilar circumstances.

2.4.2 Context filtering

The second approach uses context to filter which parts of
the knowledge-base are used by the CBR. Context is used
to narrow the knowledge-base of the CBR, ensuring that
the CBR only compares cases which have happened under
similar or the same context. For that purpose, the different
instances of the database and the query cases are labeled
with their context(s). Context labels define against who a
new case is compared to (Figure 3):

e Context representation: Similarly to the previous ap-
proach, first of all the existing contexts of the knowledge-
base must be identified and the cases labeled.

e Query case representation: Every time a new case is
introduced to the CBR its contextual information is
analyzed in order to determine which their context la-
bels are. This analysis needs to be performed following
the same methodology used for identifying the contexts
of the knowledge-base.

e Context CBR: The CBR system is executed with the
desired retrieve, reuse, retain and revise methods as it
would have been done without the contextual informa-
tion. However, during the retrieve stage, the CBR con-
siders only instances which share context labels with
the query case:

. . f(C7 ’ij) if lc = l“
sim(c,ij) = 3
(c,5) {0 otherwise )
where sim(c,i;) is the similarity between the query
case ¢ and the case i; of the knowledge-base; f(c,i;)
the metric which defines its similarity; and [. and lij
their context labels.

This approach can be useful for cases where the context
differentiates the interpretation of the cases’ information.
For instance, in a case where the knowledge-base contains
information regarding patients recovering at a hospital and
patients recovering at their home the geographical context
information of the patient can condition the interpretation
of the data. Whilst geographical and temporal context,
and environmental context seem appropriate for this rea-
soning techniques, context-filtering might not be suitable
for dealing with source-related context as the knowledge-
base for "non-reliable contexts” (e.g. those cases containing
data coming from subjective opinions or non-reliable source)
would only be compared with other non-reliable measures.

Note that this approach could be extended by assigning
different weights to the different contexts. Giving more im-
portance to the cases which share the same context but with-
out discarding cases with different context.

2.4.3 Context boosting

Finally, context boosting is intended for boosting CBR
approaches [17]. In such methodologies different CBR sys-
tems cooperate in order to deliver a final solution. Boosting
means that the results of different CBR systems are aggre-
gated according to certain rules. For instance, the different
solutions can be combined into a single one using a weighted
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multi-criteria decision method (e.g. a weighted sum or a
rated ranking [15]). In context boosting, contextual infor-
mation is used to decide the set of weights to be used during
the aggregation process (see Figure 2.4.3).

As in previous approaches, the available contexts within
the database should be identified. When this is done, the
CBR system needs to be trained in order to learn the set
of weights of the aggregation functions which correspond
to each of the contexts learned. Then, depending on the
context of the query case, one or another set of weights will
be used:

e Context representation: First of all, the available types
of contexts within the knowledge-base need to be iden-
tified (manually or automatically). Conversely to the
previous approaches, in boosting the knowledge-base

can be distributed among different CBRs systems (which

may have different cases among them), therefore the
context identification process needs to be done for each
existing knowledge-base. Thus, each of the cases is la-
beled with its context(s).

e Boosting CBR weighting: For each of the identified
contexts, the attributes used to weight the different
CBRs systems need to be learned. To this end, each
set of weights are learned using only cases of a par-
ticular context. Therefore, there are as many sets of
weights as different contexts, and each set is composed
by the same number of weights than the number of
CBR systems:

WS = <wslf”,...,wsl7{"> (4)

where WS'™ is the set of weights for the context label
l,n when using a boosting approach and wsh™ is the
weight for the output of the CBR n inside the boosting
schema.

e Query case representation: the context [. of the new
query case ¢ needs to be identified.

e Context Boosting: After the context of the case has
been identified, the set of weights corresponding to the
case context is selected. Then, the query case query
is submitted to each of the boosting CBRs. Every
CBR component within the boosting schema studies
the received case and proposes a solution according
to their knowledge, next, they submit their different

solutions. The different solutions are then combined
using the desired aggregation function but taking into
account the set of weights corresponding to the case of
the query case c. In this way, the solution of the CBR
is the following way:

r° = medm(S, WS'™°) (5)

where r° is the result of the query case ¢, WS is the
set of weights for the context label I, S = (sol§ . .. solf)
the solutions to the case ¢ provided by each of the
boosting CBRs and medm(S, W S'e) the multi-criteria
decision method used to combine the provided solu-
tions.

This approach is useful to aggregate the outputs of dif-
ferent CBRs that can be specialized in different types of
context. For instance, a boosting CBR where the CBRs’
knowledge-bases contain information of cases from differ-
ent geographical areas (in this case context might give more
weight to the knowledge-bases containing information from
the same geographical area than the query case); note that
in this case, the learning process will weight more the CBRs
having a relevant relation with the specified context.

3. CASE OF STUDY

The methodology described in the previous section has
been applied in a smart e-Health app for remote patient
monitoring. Particularly, the application is intended for as-
sisting parents in charge of premature born babies through
a smartphone application and a set of sensors. The ap-
plication uses data gathered by the sensors together with
information provided by the baby’s progenitors in order to
assess the newborn development and, if necessary, warn par-
ents and doctors regarding abnormal situations. In such sce-
nario, the application uses context information in order to
improve the system outputs and to evaluate the quality of
the data gathered.

3.1 Premature neonate’s motorization use case

Usually, preterm infants are discharged when they achieved
a certain weight, typically around 2200g. However, there are
some babies that only need supervision rather than medical
treatment while they achieve this weight. Then, when a
baby is suitable for minimal medical care, parents can mea-
sure the vitals of their infant comfortably at home and, using
a smartphone, submit the results to be efficiently reviewed
by the doctor.
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The baby is monitored following a protocol given by the
hospital, using non-invasive sensors such as scales, pulse-
oxymeters or skin thermometers. Sensors information is
gathered by a smartphone app. The app also requires pro-
genitors to answer a set of questions regarding other pa-
rameters (e.g. daily stools, sleeping periods, etc.). Using
a reasoning module (particularly, a combination of a rule-
based system and a case based reasoning tool [17]), the app
performs an analysis of the data and offers a first evaluation
of the neonate current status (normal recovery, abnormal
recovery, emergency actuation) which is shown to parents;
this reasoning is performed using only information of the
baby itself and general knowledge provided by doctors. The
app, then, sends all the collected information together with
its evaluation to a server located at the hospital facilities
(see Figure 5). There, a more powerful reasoning module
analyzes the data and enriches the evaluation by means of
information regarding the patient history, information re-
garding other patients and contextual information gathered
by the app, the hospital information service and the medical
staff. Finally, the evaluation is checked by a doctor.

3.2 Handling Context Information

The contextual information used in the presented appli-
cation concerns the three different aspects described in the
methodology. First, our application monitors the quality of
the sensed measures by means of source-related contextual
information which can include its calibration data, its life-
time, its accuracy and its precision. Moreover, the app also
keeps track of who or what provided the measure (a sensor,
the patient, doctors or caregivers). This allows us to, based
on the measure’s quality, decide the influence of the measure
during the reasoning process.

Second, regarding geographical and temporal data, the
date and time of the measure is a key issue, since having all
the measures gathered at the same moment of the day influ-
ences in their value. However, the localization is not impor-
tant because the baby should not be moved from home. And
third, regarding environmental data, in our app we include
information regarding the family of the newborn (smoking
habits, number of children in the home, etc.) and the home
ambient conditions (light, temperature and humidity).

Geographic &
temporal
context

Environmental
context

Weight

Source-related
context

Figure 6: Simplified schema of the context modeling
in the app.

Contextual information is gathered at two stages (Fig-
ure 6): for each monitoring session environmental, geograph-
ical and temporal context information is gathered and asso-
ciated to the monitoring session (See Table 1). In addi-
tion, for each measure taken during the monitoring session
source-related context regarding this particular measure is
also stored (Table 2).

Regarding reasoning, we rely on knowledge-based reason-
ing. The knowledge-based reasoning module on the mobile
device, provides outcomes based only on the baby historical
data; this module is enriched with a rule-based system which
prevents cold-start problems and provides a security mecha-
nism by automatically warning about critical measurements.
At the backend server, a more powerful knowledge-based
reasoning module perform recommendations based on infor-
mation about similar patients at a similar context (thus con-
sidering the own patient history but also information about
other similar patients). As new measures are performed, the
baby’s historical data is improved and the reasoning mod-
ule at the devie becomes more trustable. When this occurs,
the reasoning module placed in the back-end becomes less
important as their evaluations barely improve the ones of
the mobile app. Regarding the use of context, the back-end
cbr module combines attribute weighting (Section 2.4.1) and
knowledge-based filtering (Section 2.4.1).



Parameter Description

Values

Date & time
Light conditions

Records the instant where monitoring is done Date
Describes if the habitat has good or bad light conditions 0 to 5

Humidity conditions Describes if the habitat has good or bad light conditions 0 to 100 %

Smokers Presence of smokers in the patient’s habitat Yes / No
Infants Presence of other infants in the patient’s habitat Yes / No
Table 1: Context gathered in each monitoring session
Parameter Description Values
Source Describes the origin of the data Sensor, Impression

Introduction method Describes how the data is introduced to the app
Defines the sensor model used to take the measure String
Defines the particular sensor used String

Sensor Model
Sensor Reference

Wirless, Wired, Manual

Table 2: Source-realted context gathered in each measure

3.3 Results

The app and the platform have been tested using in-silico
data representing babies with different basal situations and
with different contexts. Table 4 illustrates some of those
tests: the first column provides the identifier of the moni-
toring session (chronologically ordered), the second column
corresponds to the outputs of the mobile device reasoning
module (which uses information from a single baby and ig-
nores context), the third column corresponds to the out-
puts of the back end reasoning module (which uses context
and information from multiple babies), the last column cor-
responds to the feedback of a pediatrician that evaluated
whether the warning of the system was or was not necessary.
Table ?? evaluates the results in terms of precision and re-
call, showing that the system is highly reliable in terms of
recall (1.0) but has a low precision (0.34 and 0.61 depending
on the reasoner).

The results show that the local reasoning module can be
reliable, as all the situations that a pediatrician considers
problematic are detected by the combination of the rule-
based system and the CBR. Nevertheless, this reasoning
module provides a high number of false positives, which can
provoke a high anxiety in parents. In this sense, the back end
CBR provided the same results in terms of false negatives,
but with much less false positives. This fact is produced by
the higher predictive power of the back end CBR which has
a bigger knowledge-base and, in turn it can also deal with
contextual information. The level of precision of the system
could probably be improved by relaxing the strictness of the
rule-based system, nevetheless, this would also reduce the
recall performance of the app, which according to doctors
was much more important than precision for this specific
problem.

It important to note that this results are still preliminary
as they have been obtained from in-silico data. The low
volume of available information records regarding the vital
signs of premature born babies hampers the offline testing
and validation of the presented platform. To tackle this lack
of data, a proof of concept will be carried in short.

TP FP TN FN Precision Recall

App reasoner 43 80 64 0 0.34 1.00
Hospital reasoner 43 28 117 0 0.61 1.00

Table 3: Results of the tests (TP stands for true
prositives, FP false positives, TN true negatives, FN
false negatives)

4. CONCLUSIONS

This paper analyzed context management for health ap-
plications. To this end, we have classified the different con-
texts that can be involved in health-apps in three different
categories: source related context, geographical and tempo-
ral context, and environmental context. Such context can be
used to improve the outputs of health apps in what is known
as context reasoning. Particularly we have distinguished be-
tween attribute weighting, which weights the attributes rele-
vance depending on context; knowledge-filtering, which uses
context to narrow the knowledge-base; and context boosting,
which uses context to merge the outputs of different reason-
ers or classifiers. These techniques have been illustrated by
showing how they can be applied to knowledge-based rea-
soning.

This work has also presented a case of study where context
is used in a eHealth application, an app for remote patient
monitoring. The paper described how the context is inte-
grated into the app, how it is modeled and which context
variables are used. Preliminar tests performed with in-silico
data have shown that context can be useful to enhance the
reasoning power of the app, and a further proof of concept
will be carried on.

As a future work, it would be interesting to study how
context can be represented by existing medical terminolo-
gies (e.g. SNOMED-CT [3]) and to analyze if the semantic

information of those terminologies can be used to empower
context reasoning.
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