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ABSTRACT

The segmentation of the breast from the background and

the pectoral muscle is the first pre-processing step in com-

puterised mammographic analysis. This problem is usually

solved by dividing it into two different segmentation strate-

gies, one for the background and another one for the pectoral

muscle. In this paper we tackle this problem jointly using a

supervised single strategy. Namely, from a set of manually

segmented mammograms, we model each of the three regions

(breast, pectoral muscle, and background) using position, in-

tensity, and texture information. Although the approach

requires a training step, it allows a fast and reliable segmen-

tation of new mammograms. The obtained results using 149
mammograms of the MIAS database show a high degree of

overlap between manual and automatic segmentation.

Index Terms— Medical Imaging, Breast Segmentation,

Computer Aided Diagnosis, Atlas, Texture.

1. INTRODUCTION

Breast cancer is still a worldwide health problem and screen-

ing programs are promoted in each country to detect cancer in

its early stages, a crucial step for improving prognosis. Mam-

mography is the most reliable technique to detect abnormali-

ties and automatic tools are being developed to assist radiol-

ogists in their everyday current practice [1, 2]. The first step

of these algorithms is the localisation of the breast area inside

the whole mammogram. As shown in Figure 1, mammograms

contain not only the breast area but also a portion of the pec-

toral muscle and background, which may be (very) noisy and

even may contain labels.

Although breast area segmentation is not a new research

topic [3], no single method has emerged as a standard ap-

proach and new proposals are still appearing to deal with

this problem [4, 5]. Most of these works are unsupervised

and based on region or edge information. However, mam-

mograms acquired from different manufacturer machines or
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even with the same machine but using different acquisition

parameters may present very different characteristics, need-

ing to readjust the parameters of each algorithm. In contrast,

in this paper we present a supervised algorithm for breast

segmentation, a more natural way to deal with inter-database

variability. Besides, it allows to tackle the segmentation in a

one-shot strategy, oppositely to the vast state of the art algo-

rithms, where one approach was used for the segmentation of

the background (also referred as skin-line segmentation) and

another one for the segmentation of the pectoral muscle.

Based on a training set of mammograms manually seg-

mented by an expert into background, breast, and pectoral

muscle, we model each pixel of the region using a probabilis-

tic model which merges the intensity, texture, and position

estimated from that region. Subsequently, mammograms of

the testing set are segmented pixel-wise using this approach.

Finally, in order to remove isolated bad classified pixels, post-

processing techniques are applied to provide the final segmen-

tation result. The evaluation is performed following a cross-

validation scheme and using the MIAS database.

2. BREAST AREA SEGMENTATION

We model the probability P of a pixel p to belong to back-

ground, breast, or pectoral muscle according to its position,

intensity, and texture information (p(x, i, t)). Next subsec-

tions explain in more detail how these models are computed

and finally combined.

2.1. Atlas information

Mammograms are always located in a similar manner: the

pectoral muscle in the upper corner of the image, the breast

region surrounding the pectoral muscle, and the background

surrounding the breast. Hence, position information should

play a key role when segmenting mammograms. However,

this information has not properly been exploited in most of

the previous algorithms. To include a spatial probability into

the algorithm, we build three different atlases, one for each
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(a) (b) (c)

Fig. 1. Breast segmentation. (a) mammogram, (b) enhanced

mammogram, and (c) manual segmentation. Notice in image

(b) that the breast area is larger that it is visually shown in

the original image and that the background is noisy and may

contain some annotations.

region. All images from a training set, manually segmented

in the three regions, are superposed to the same origin. Two

main problems arise in this procedure. Firstly, there are mam-

mograms of different sizes, and secondly, the mammograms

could have different orientation if they are left or right views.

To solve the first problem, we use mammograms of the

same size. Although this may seem too restrictive, this is not

the case since, usually, mammograms are acquired just in two

/ three sizes, depending on the size of the breast. Notice that

a reshape of the images would result in incongruents results,

since in small images the breast may cover almost all of the

image, while in large images, the breast just covers part of

it. On the other hand, the second problem can be solved by

flipping all the images coming from right (or left) breasts. If

this information is not available, a possible solution is looking

for the centre of masses of the image. If it is larger than the

mammogram half-width, the image should be flipped.

Therefore, the probability density function A for each

pixel location (x) to belong to region R (being background,

breast, and pectoral muscle) is computed as:

AR(x) =
n(x ∈ R)

N
(1)

where n(x ∈ R) represents the number of locations x being

in region R, and N the total number of images of the training

set. First row of Figure 2 shows the three atlases obtained,

where red pixels correspond to higher probabilities.

Notice that usually, a registration process is needed when

constructing an atlas. In our approach we are intrinsically as-

suming that the images are “similar enough” to construct the

atlas. Actually, the main differences in the atlas are due to size

differences, and larger size differences are already avoided

due to the fact that we are using mammograms of the same

size. Besides, notice that this step is prior to breast registra-

tion and indeed registration approaches assume this step is

already done.

2.2. Intensity information

The pectoral muscle and the background region usually

present characteristic intensity values. The pectoral mus-

cle tends to be brighter than the breast, although intensities

may be similar with the ones of the internal dense areas. In

contrast, background is usually darker than the breast, except

by the fact that it may contain some labels. In our approach,

intensity information of background, breast, and pectoral

muscle areas is encoded using the histogram of each of these

areas computed over all the images of the training set. Once

the histogram is computed it is normalised so that the sum of

the histogram is equal to 1. This histogram actually shows the

intensity distribution of each region. To define the probability

IR of each intensity grey-value to belong to each region R,

we combine the histograms as:

IR(i) =
HR(i)

∑
3

j=1
Hj(i))

(2)

The result of this equation represents the probability dis-

tribution for each grey-level value to belong to background,

breast, and pectoral muscle. Notice that if there is an inten-

sity not represented in the training set the result of this equa-

tion is undetermined. We avoid this issue assuming a uniform

distribution for each class. Second row of Figure 2 shows

the probability of each pixel of a mammogram to be pectoral

muscle, breast, or background just using intensity informa-

tion. As expected, dense areas of the mammogram and also

the labels are considered as pectoral muscle just taking inten-

sity information into account.

2.3. Texture information

Texture information represents the relation between a pixel

and its neighbourhood. It is assumed that different regions

should contain a different texture. In this work we use local

binary patterns (LBP) [6] to obtain this information, which

has been successfully used for a variety of applications in-

cluding mammography [7, 8]. Each pixel of the image is con-

verted to a binary value obtained when thresholding its neigh-

bourhood using the own intensity as a threshold. The neigh-

bours with higher or equal intensity are assigned to one, while

the ones with lower intensity are converted to zero. Subse-

quently, the neighbourhood is converted to a binary value by

concatenating those 0 and 1. Finally, this binary value is con-

verted to its decimal value.

To characterise each region, we labelled all the pixels with

the corresponding LBP codes and the histogram of the labels

were computed as the texture descriptor of that region. Sim-

ilarly to the intensity information, the histogram was com-

puted with the regions of the training images. In the same

way, the probability of each LBP code to belong to back-

ground, breast, or pectoral muscle was computed as:
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(a) (b) (c)

Fig. 2. Result of each step of the probabilistic model applied

to the mammogram shown in Figure 1 (red colour, high prob-

ability; blue colour, low probability). (a) shows the pectoral

modelling, (b) the modelling of the breast region, and (c) the

modelling of the background. From upper to bottom row, at-

las probability, intensity probability, texture probability, and

final normalised probability.

TR(t) =
LBPR(i)

∑
3

j=1
LBPj(i))

(3)

where LBP represents the LBP histogram of codes. Third row

of Figure 2 shows the result of modelling each pixel of the

mammogram using texture information. Texture information

allows to discriminate better fatty regions near the skin-line.

Fig. 3. Segmentation result of the mammogram shown in Fig-

ure 1 before and after the post-processing step.

2.4. Probabilistic model

To segment a new mammogram the three sources of informa-

tion above mentioned are combined. It is commonly assumed

that these three values are independent to each other [9, 10].

Hence, for each region, we can compute its probability func-

tion as:

PR(p(x, i, t)) = AR(x)IR(i)TR(t) (4)

where the probability of each pixel to belong to each region

R (breast, background, pectoral) is characterised by the prob-

ability distributions of position AR, intensity IR, and texture

TR. When multiplying the three probabilities we obtain, for

each pixel, the likelihood to belong to each region. Subse-

quently, the three probabilities for each pixel are normalised

by they sum, obtaining the final probabilistic result shown in

last row of Figure 2. Notice that atlas, intensity, and texture

give different but complementary information. The final step

is to assign each pixel to the class with higher probability.

2.5. Post-processing

The result may contain some pixels or small regions badly

classified (notice in Figure 3 that part of the label in the back-

ground is classified as breast). In order to refine these prob-

lems we included a final post-processing step. Again, the pix-

els belonging to pectoral muscle, breast area, and background

are divided into three different images, one per class. An ero-

sion operation with a round structural element of size 5 and

subsequently a dilation operation with a round structural ele-

ment of size 3 are applied to each image. This allows to re-

move small regions linked by few pixels to the largest area of

each image, which is automatically located by using a compo-

nent labelling algorithm. When combining the three images

into the final segmentation, some regions without labelling

may appear, which are then filled by looking the class of each

nearest labelled neighbours, obtaining the final segmentation

shown in Figure 3.
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Table 1. Obtained Dice coefficients when using only atlas

information (A), intensity information (I), texture informa-

tion (T), and the different combinations (atlas+intensity, at-

las+texture, intensity+texture, and the all three sources) for

breast, pectoral muscle, and background.

A I T A+I A+T I+T All

Br. 0.89 0.81 0.75 0.95 0.95 0.86 0.97

P. 0.73 0.50 0.37 0.83 0.79 0.54 0.83

Bk. 0.82 0.90 0.64 0.93 0.93 0.93 0.96

3. RESULTS

The results were obtained using all the 149 images labelled

as “large” of the MIAS database [11] (4320 × 2600 pixels,

although they were subsequently resized by a factor of 4 to

speed-up the whole process). The evaluation was done us-

ing a 10-fold cross-validation scheme and the Dice similarity

coefficient. In a N-folder cross-validation all the images are

divided into N different groups, from where N−1 are used to

define the model, while the remaining group is used for test-

ing. This procedure is repeated N times until all the groups

are used for testing. Using this methodology each image ap-

pears in the test set only once. We include in the same group

left and right mammograms of the same patient, in order to

avoid possible bias due to the similarity between both breasts.

Besides, the Dice similarity coefficient computes the overlap

between the foreground (F) and the background (B):

dsc =
2|F ∩B|

|F |+ |B|
(5)

where the operator | | refers to the number of pixels of that

region. Notice that when one of the three regions is evaluated

(background, breast area, pectoral muscle) the foreground is

that region and the background is the union of the other two.

Table 1 shows the results of the segmentation when us-

ing the different sources of information (atlas, intensity, tex-

ture) independently, when using the combination of two, and

when using all of them. The best results are obtained when all

features are used together. The time used to segment a new

mammogram is less than one second in a standard computer

(the training was performed off-line and required around 10
minutes). Figure 4 shows qualitative results obtained with the

proposed approach.

It is difficult to compare the presented approach with oth-

ers approaches of the state-of-the-art. To our knowledge, this

is the first proposal segmenting in a single shot the breast

area from the background and the pectoral muscle. Moreover,

most of the papers aiming at segmenting the background or

the pectoral muscle were evaluated visually. Only the works

of Wirth et al. [12] and Tzikopoulos et al. [4] presented a nu-

merical evaluation of the segmentation of background vs the

breast area and the pectoral muscle. They obtained an overlap

(a) (b) (c)

Fig. 4. Segmentation examples using the proposed approach:

(a) original mammograms, (b) obtained segmentation, and (c)

borders of the obtained segmentation overlaid on an enhanced

representation of the mammogram.

of 0.99, which is slightly better than the obtained in our work

(0.96) when segmenting the three regions at the same time.

4. CONCLUSIONS

In this paper we have presented a supervised approach for

one-shot segmentation of breast, pectoral muscle, and back-

ground in digitised mammograms. This step is crucial in com-

puter aided approaches, where specific algorithms are applied

only to the breast. The experimental results using the MIAS

database have shown that our approach provides a fast and

reliable segmentation. Further work is divided into two direc-

tions. Firstly, we want to test other probabilistic combinations

in order to avoid the post-processing step, and secondly, we

want to iteratively combine this approach with a registration

approach for obtaining a more refined atlas estimation.
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