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ABSTRACT

We present in this paper a supervised approach for automatic
detection of micro-calcifications. The system is based on
learning the different morphology of the micro-calcifications
using local features, which are extracted using a bank of fil-
ters. Afterwards, this set of features is used to train a pixel-
based boosting classifier which at each round automatically
selects the most salient one. Therefore, when a new mammo-
gram is tested only the salient features are computed and used
to classify each pixel of the mammogram as being part of a
micro-calcification or actually being normal tissue. The ex-
perimental results shows the validity of our approach. More-
over, the robustness of our method is also demonstrated using
a digitised database for the learning process and a different
one for the testing, providing satisfactory results.

Index Terms— Biomedical image processing, Computer
aided detection, Mammography

1. INTRODUCTION

Breast cancer continues to be a significant health problem in
the world. It constitutes the most common cancer among
women in the European Union [1], and it is estimated that
between one in eight and one in twelve women will develop
breast cancer during their lifetime [2]. Mammography is the
most effective and reliable method for an early detection of
breast cancer which is fundamental for improving prognosis.
Mammographic images are characterised by high spatial res-
olution allowing the detection of subtle scale signs such as
micro-calcifications and masses. In this work, we focused
on the detection of micro-calcifications, which are tiny gran-
ular deposits of calcium that generally appear in a mammo-
gram as small bright spots within an inhomogeneous back-
ground. Fig. 1 shows two mammograms with (easy-to-find)
micro-calcifications (extracted from the MIAS database [3]).
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In the past and recent years there has been a considerable
interest in developing methods for automatic detection of
micro-calcifications in mammograms [4, 5]. However, none
of them has emerged as a standard algorithm. We present
here a new approach for micro-calcifications detection based
on extracting local features for describing and learning the
micro-calcifications morphology. Once the system is trained,
new mammograms are classified pixel-by-pixel and suspi-
cious areas are detected. The reliability of our approach is
proved in the experimental section, using different databases
for training and testing the system.

The rest of this paper is structured as follows. Section 2
describes the proposed approach. Section 3 describes the
testing methodology, the parameter optimisation, and the ob-
tained results. Finally, the paper ends with the conclusions
and further work.

2. MICRO-CALCIFICATIONS DETECTION

The presented approach for micro-calcification detection is
based on the work of Murphy et al. [6] for object detection
using local features and boosting classifier. As is shown in
Fig. 2, the approach is divided in three parts. Firstly, we cre-
ate a visual word dictionary, which is composed by convolv-
ing patches containing a micro-calcification with a bank of fil-
ters. Secondly, the training data is found by convolving pos-
itive samples (patches containing a micro-calcification) and
negative samples (patches of other tissues) with the words of
the dictionary defined as the duple patch-filter. Finally, new
mammograms are classified pixel-by-pixel using the classi-
fier. Hence, the detection problem is translated to a pixel-
based classification approach.

In the following subsections we describe in more detail
the three parts of our approach.

2.1. Building the dictionary

The first task of the system consists in building the feature
dictionary. This dictionary is similar to an atlas, since it con-
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Fig. 1. Two mammograms containing micro-calcifications.
Both examples were selected for a good visualisation of the
problem, although in general micro-calcifications are more
subtle and difficult to appreciate, even for experts radiologists.

tains samples (patches) of micro-calcifications. However, it
also contains the convolution of these patches with a bank
of filters, including a delta function (which gives the own
patch as a result), 4 Gaussian derivatives, a Laplacian filter,
a corner detector, and 2 Sobel filters. Hence, the dictionary
contains grey-level and gradient information of the micro-
calcifications and their neighbourhood. Therefore, each dic-
tionary word wij can be understood as the duple (pi, fj),
where pi represents the patch and fj the filter.

2.2. Training step

Once the dictionary is built, the words are used to extract
the mammographic features that will be used for the micro-
calcifications detection. For the training step, we need a
database of patches containing instances of both patches with
micro-calcifications (positive training examples) and patches
from the rest of the mammographic tissues (negative training
examples). Note that in the original approach [6], each pixel
of the training images was used as the centre of a positive or
a negative patch but in our case, this implies a high compu-
tational cost due to the large size of the mammograms (the
small size of micro-calcifications prevents subsampling the
mammograms, which are for example 4320 × 2600 pixels).
Hence, for reducing this cost, we only select some points in
each training image. In particular, we select the centre of the
micro-calcifications (positive training examples) and some
random locations of the background containing examples of
different tissues.

The feature extraction of each training image patch
consists in two operations. Firstly, the patch is convolved
with all the bank filters, and secondly, the normalised cross-
correlation with all the words is computed. Mathematically,

both operations can be summarised as:

v = (I ∗ fj) ⊗ wij (1)

where I is the training image patch convolved (∗) with the
filter fj and cross-correlated (⊗) with the word wij (note that
wij = pi ∗ fj). The resulting value v represents the similar-
ity of the training patch and the dictionary word. Therefore,
for each training image patch, a vector of features v is con-
structed by cross-correlating all the dictionary words wij with
the convolution of the patch itself with filter fj . Notice here
the necessity of keeping the filter as well as the patch in the
dictionary word.

At this point, the positive and negative training examples
have been characterised. Therefore, this data can be used to
train a classifier. In this work, we have used the Gentleboost
algorithm [7]. Boosting algorithms are based on the simple
idea that the sum of weak classifiers can produce a strong
classifier. In the Gentleboost algorithm, the weak classifiers
(ht) are simple regression stumps with one of the features, so
at each round t the feature with less error is selected. The
weak classifier used is:

ht(x) = aδ(xi > th) + b (2)

where th is a threshold that determines if pattern x belongs to
the object class, xi is the i’th dimension of x, and a and b are
parameters selected to minimise the error of the classifier (a
is the regression slope and b the offset):

e =
∑

(z(y − (aδ(xi > th) + b))2) (3)

At each round the training data weights (z) are updated,
increasing in the following round the possibility of classify-
ing correctly the previous incorrectly classified points. In the
GentleBoost algorithm the data weights are updated using:

zt+1 = zte
y·ht(x) (4)

Hence, when testing a new data, the final (strong) clas-
sifier is computed using the weak classifier created at each
round of the boosting. Therefore, the testing data is classified
according to the sign of the sum of weak classifiers:

H(x) =
∑

h(x) (5)

The absolute value of H(x) shows the confidence of the clas-
sified data.

2.3. Testing step

Once the classifier is built, the system is ready for the testing
step, where the strong pixel-based classifier H(x) is applied
to new images in order to evaluate the micro-calcifications
detection. Notice that the result of our approach after evaluat-
ing a mammogram is a probability image, where high values
represents more confidence to be a micro-calcification.
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Fig. 2. Schematic representation of our approach. Note that the result of testing a new image is a probability image, where
suspicious regions are highlighted over the rest of the image.

3. RESULTS

The experimental results were performed using two different
subsets of mammograms. The first subset of 112 mammo-
grams was extracted from the MIAS database, and contained
all the mammograms with micro-calcifications (22 in total)
and a set of 90 normal mammograms. This subset was used
for training and testing the algorithm. In order to train the
classifier with positive examples, an expert accurately marked
among 5 and 15 micro-calcifications in each mammogram
containing micro-calcifications, while the negative examples
were obtained from the rest of tissues using around 20 marks
in all mammograms. The second subset of mammograms was
extracted from the DDSM database, containing a total of 1141
mammograms, 386 containing micro-calcifications and 755
being normal ones. From this dataset we did not have accu-
rate individual micro-calcifications annotations, and therefore
we could not use this database for the training step. Hence,
this dataset was only used for testing purposes.

The evaluation of the results was done using ROC analy-
sis [8]. In this analysis, a graphical curve represents the true
positive rate (number of detected mammograms with micro-
calcifications divided by the total number of mammograms
with micro-calcifications) as a function of the false positives
rate (number of normal mammograms incorrectly detected as
containing micro-calcifications divided by the total number
of normal mammograms). Moreover, the percentage value
under the curve (Az) is an indication for the overall perfor-
mance of the observer, and is typically used to analyse the
performance of the algorithms.

We optimised the parameters involved in our detection ap-

proach using the first subset of mammograms and a 10-folder
cross-validation methodology. The 112 images were divided
into 10 different groups, from where 1 was used to create the
dictionary, 8 groups were used to train the boosting classifier,
and the remaining group was used for testing. This proce-
dure was repeated until all image groups were used for test-
ing. Notice that using this methodology each image appears
in the test set only once. The best results were achieved using
around 500 visual words for describing the different micro-
calcifications morphology, providing the ROC curve shown
in Fig. 3 (Az = 0.88). The computational time of the whole
process dramatically increased when increasing the number
of patches and words used for building the dictionary, and the
empirical values used here provided a good trade-off between
performance and feature vector length.

With the same set of parameters and the same training
dataset (1 group was used to create the dictionary while the
remaining 9 were used to train the classifier) we also tested
the second subset of mammograms. The obtained ROC curve
is shown in Fig. 3, where we obtained Az = 0.70. Note that
worse results were obtained compared with the first dataset.
This is due to the fact that we are training the classifier with
mammograms obtained from a different database. Moreover,
note that we are testing a large dataset of mammograms us-
ing a small training set, which probably do not generalise all
the micro-calcifications morphology (note that we are test-
ing 386 mammograms containing micro-calcifications with
a training set containing just 22 mammograms with micro-
calcifications). However, taking both limitations into account,
we consider the obtained results as promising.

Finally, we compare in Table 1 the obtained results with

4347



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Fraction

T
ru

e 
P

os
iti

ve
 F

ra
ct

io
n

MIAS
DDSM

Fig. 3. Obtained ROC curves when testing both the MIAS
(solid line) and DDSM (dashed line) datasets. The dotted line
indicates random guess.

those obtained by current state-of-the-art approaches. These
approaches are usually based on two steps. Firstly the de-
tection of suspicious regions is performed, usually tuning the
algorithm parameters in order to detect as many suspicious re-
gions as possible (i.e., detecting the largest number of micro-
calcifications but also increasing the probabilities to detect
normal tissue as being a micro-calcification). Secondly, a
false positive reduction algorithm is applied in order to find
those detected suspicious regions being in fact normal tis-
sue. Comparing the obtained results using the MIAS database
note that they are inline with the ones reported by current ap-
proaches. However, we want to stress here that our approach
do not include a false positive reduction step, and hence our
results are obtained directly from the detection step.

4. CONCLUSION

We have presented a new approach for micro-calcifications
detection based on extracting local features for characteris-
ing the morphology of the micro-calcifications. The proposed
boosting approach allows the selection of the most salient fea-
tures at each round, reducing the computational time of the
testing step. The performed experiments have shown the va-
lidity of our proposal, even when training with mammograms
from a different database than the testing one.

Further work is directed in two directions. Firstly, we
would like to integrate a false positive reduction step into the
boosting algorithm to improve the results, and secondly, we
want to test our approach using a digital database. We expect
that the use of this technology will also improve the results,
since it is well known that digital mammography improves
the contrast between the different internal structures [9].

Table 1. Comparison of the obtained experimental results
with state-of-the-art algorithms for micro-calcification detec-
tion in digitised mammograms.

Authors Cases Results (Az)
Chang et al. (2008) [10] 194 0.90
Nunes et al. (2007) [11] 121 0.93

Papadopoulos et al. (2008) [12] 60 0.92

Our approach – MIAS 112 0.88
Our approach – DDSM 1141 0.70
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