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Abstract.
In this paper, we present Policy Methods as an alternative to Value Methods to solve Reinforcement Learning problems. The paper proposes a Direct Policy Search algorithm that uses a Neural Network to represent the control policies. Details about the algorithm and the update rules are given. The main application of the proposed algorithm is to implement robot control systems, in which the generalization problem usually arises. In this paper, we point out the suitability of our algorithm in a RL benchmark, that was specially designed to test the generalization capability of RL algorithms. Results check out that policy methods obtain better results than value methods in these situations.
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1. Introduction

A commonly used methodology in robot learning is Reinforcement Learning (RL) [1]. In RL, an agent tries to maximize a scalar evaluation (reward or punishment) obtained as a result of its interaction with the environment. The goal of a RL system is to find an optimal policy which maps the state of the environment to an action which in turn will maximize the accumulated future rewards. Most RL techniques are based on Finite Markov Decision Processes (FMDP) causing finite state and action spaces. The main advantage of RL is that it does not use any knowledge database, so the learner is not told what to do as occurs in most forms of machine learning, but instead must discover actions yield the most reward by trying them. Therefore, this class of learning is suitable for online robot learning. The main disadvantages are a long convergence time and the lack of generalization among continuous variables.

The dominant approach for solving the RL problem has been the use of a value-function but, although it has demonstrated to work well in many applications, it has several limitations. If the state-space is not completely observable (POMDP), small changes in the estimated value of an action cause it to be, or not be, selected; and this will determine in convergence problems [2]. Over the past few years, studies have shown that approximating directly a policy can be easier than working with value functions, and better results can be obtained [3,4]. Instead of approximating a value function, new methodolo-
gies approximate a policy using an independent continuous function approximator with its own parameters, trying to maximize the expected reward. Examples of direct policy methods are the REINFORCE algorithm [5], the direct-gradient algorithm [6] and certain variants of the actor-critic framework [7]. The advantages of policy methods against value-function based methods are various. A problem for which the policy is easier to represent should be solved using policy algorithms [4]. Working this way should represent a decrease in the computational complexity and, for learning control systems which operate in the physical world, the reduction in time-consuming would be notorious. Furthermore, learning systems should be designed to explicitly account for the resulting violations of the Markov property. Studies have shown that stochastic policy-only methods can obtain better results when working in POMDP than those ones obtained with deterministic value-function methods [8]. On the other side, policy methods learn much more slowly than RL algorithms using value function [3] and they typically find only local optima of the expected reward [9].

We propose the use of an online Direct Policy Search (DPS) algorithm, based on Baxter and Bartlett’s direct-gradient algorithm OLPOMDP [10], for its application in the control system of a real system, such as a robot. This algorithm has the goal of learning a state/action mapping that will be applied in the control system. The policy is represented by a neural network whose input is a representation of the state, whose output is action selection probabilities, and whose weights are the policy parameters. The proposed method is based on a stochastic gradient descent with respect to the policy parameter space, it does not need a model of the environment to be given and it is incremental, requiring only a constant amount of computation step. The objective of the agent is to compute a stochastic policy [8], which assigns a probability over each action.

The work presented in this paper is the continuation of a research line about robot learning using RL, in which a more conventional value-function algorithm was first investigated [11,12]. The robot task used to test the algorithm was the learning of a target following behavior with an underwater robot. This robot task has already been tested in a simulation environment, obtaining very satisfactory results [13]. In this paper, we describe in detail our DPS algorithm and show its efficiency in a RL benchmark, the “mountain-car” task, to show the high generalization capability of policy methods.

2. The DPS algorithm

A partially observable Markov decision process (POMDP) consists of a state space \( S \), an observation space \( Y \) and a control space \( U \). For each state \( i \in S \) there is a deterministic reward \( r(i) \). As mentioned before, the algorithm is designed to work on-line, at every time step the learner (our robot) will be given an observation of the state and, according to the policy followed at that moment, it will generate a control action. As a result, the learner will be driven to another state and will receive a reward associated to this new state. This reward will allow us to update the controller’s parameters that define the policy followed at every iteration, resulting in a final policy considered to be optimal or closer to optimal. The algorithm procedure is summarized in Table 1. The schema of the ANN, used to implement the control policy, can be seen in Figure 1.

The algorithm works as follows: having initialized the parameters vector \( \theta_0 \), the initial state \( i_0 \) and the gradient \( z_0 = 0 \), the learning procedure will be iterated \( T \) times. At
Table 1. Algorithm: Baxter & Bartlett’s OLPOMDP

<table>
<thead>
<tr>
<th>OLPOMDP algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Given:</td>
</tr>
<tr>
<td>• $T &gt; 0$</td>
</tr>
<tr>
<td>• Initial parameter values $\theta_0 \in \mathbb{R}^k$</td>
</tr>
<tr>
<td>• Arbitrary starting state $i_0$</td>
</tr>
<tr>
<td>2: Set $z_t = 0$ ($z_t \in \mathbb{R}^k$)</td>
</tr>
<tr>
<td>3: for $t = 0$ to $T$ do</td>
</tr>
<tr>
<td>4: Observe state $i_t$</td>
</tr>
<tr>
<td>5: Generate control action $u_t$ according to current policy $\mu(\theta, y_t)$</td>
</tr>
<tr>
<td>6: Observe the reward obtained $r(i_{t+1})$</td>
</tr>
<tr>
<td>7: Set $z_{t+1} = \beta_i z_t + \frac{\nabla \mu(\theta, y_t)}{\mu(\theta, y_t)}$</td>
</tr>
<tr>
<td>8: Set $\theta_{t+1} = \theta_t + \alpha r(i_{t+1}) z_{t+1}$</td>
</tr>
<tr>
<td>9: end for</td>
</tr>
</tbody>
</table>

Every iteration, the parameters gradient $z_t$ will be updated. According to the immediate reward received $r(i_{t+1})$, the new gradient vector $z_{t+1}$ and a fixed learning parameter $\alpha$, the new parameter vector $\theta_{t+1}$ can be calculated. The current policy $\mu_t$ is directly modified by the new parameters becoming a new policy $\mu_{t+1}$ that will be followed next iteration, getting closer, as $t \to T$ to a final policy $\mu_T$ that represents a correct solution of the problem.

In order to clarify the steps taken, the next lines will relate the update parameter procedure of the algorithm closely. The controller uses a neural network as a function approximator that generates a stochastic policy. Its weights are the policy parameters that are updated on-line every time step. The accuracy of the approximation is controlled by the parameter $\beta \in [0, 1)$.

The first step in the weight update procedure is to compute the ratio:

$$\frac{\nabla \mu_{i_t}(\theta, y_t)}{\mu_{i_t}(\theta, y_t)}$$  \hspace{1cm} (1)

Figure 1. Schema of the ANN architecture used.
for every weight of the network. In an AANs, like the one used in the algorithm, the expression defined in step 7 of Table 1 can be rewritten as:

$$z_{t+1} = \beta z_t + \delta_t y_t$$  \hspace{1cm} (2)

At any step time t, the term $z_t$ represents the estimated gradient of the reinforcement sum with respect to the network’s layer weights. In addition, $\delta_t$ refers to the local gradient associated to a single neuron of the ANN and it is multiplied by the input to that neuron $y_t$. In order to compute these gradients, we evaluate the soft-max distribution for each possible future state exponentiating the real-valued ANN outputs $\{o_1, ..., o_n\}$, being $n$ the number of neurons of the output layer [14].

After applying the soft-max function, the outputs of the neural network give a weighting, $\xi_j \in (0, 1)$, to each of the vehicle’s thrust combinations. Finally, the probability of the $i^{th}$ thrust combination is then given by:

$$P_{R_i} = \frac{\exp(o_i)}{\sum_{z=1}^{n} \exp(o_z)}$$  \hspace{1cm} (3)

Actions have been labelled with the associated thrust combination, and they are chosen at random from this probability distribution. Once we have computed the output distribution over the possible control actions, next step is to calculate the gradient for the action chosen by applying the chain rule; the whole expression is implemented similarly to error back propagation [15]. Before computing the gradient, the error on the neurons of the output layer must be calculated. This error is given by next expression:

$$e_j = d_j - P_{R_j}$$  \hspace{1cm} (4)

The desired output $d_j$ will be equal to 1 if the action selected was $o_j$ and 0 otherwise (see Figure 2). With the soft-max output error calculation completed, next phase consists in computing the gradient at the output of the ANN and back propagate it to the rest of the neurons of the hidden layers. For a local neuron $j$ located in the output layer we may express the local gradient for neuron $j$ as:

$$\delta_j^o = e_j \cdot \phi_j'(o_j)$$  \hspace{1cm} (5)
Where $e_j$ is the soft-max error at the output of neuron $j$, $\varphi'_j(o_j)$ corresponds to the derivative of the activation function associated with that neuron and $o_j$ is the function signal at the output for that neuron. So we do not back propagate the gradient of an error measure, but instead we back propagate the soft-max gradient of this error. Therefore, for a neuron $j$ located in a hidden layer the local gradient is defined as follows:

$$
\delta^h_j = \varphi'_j(o_j) \sum_k \delta_k w_{kj}
$$

When computing the gradient of a hidden-layer neuron, the previously obtained gradient of the following layers must be back propagated. In Equation 6 the term $\varphi'_j(o_j)$ represents the derivative of the activation function associated to that neuron, $o_j$ is the function signal at the output for that neuron and finally the summation term includes the different gradients of the following neurons back propagated by multiplying each gradient to its corresponding weighting (see Figure 2).

Having all local gradients of all neurons calculated, the expression in Equation 2 can be obtained and finally, the old parameters are updated following the expression:

$$
\theta_{t+1} = \theta_t + r_{t+1} z_{t+1}
$$

The vector of parameters $\theta_t$ represents the network weights to be updated, $r_{t+1}$ is the reward given to the learner at every time step, $z_{t+1}$ describes the estimated gradients mentioned before and $\gamma$ is the learning rate of the DPS algorithm.

3. Experimental Results

3.1. The "mountain-car" task.

The "mountain-car" benchmark [16] was designed to evaluate the generalization capability of RL algorithms. In this problem, a car has to reach the top of a hill, see Figure 3. However, the car is not powerful enough to drive straight to the goal. Instead, it must first reverse up the opposite slope in order to accelerate, acquiring enough momentum to reach the goal. The states of the environment are two continuous variables, the position $p$ and the velocity $v$ of the car. The action $a$ is the force of the car, which can be positive and negative. The reward is -1 everywhere except at the top of the hill, where it is 1. The dynamics of the system can be found in [16]. The episodes in the mountain-car task start in a random position and velocity, and they run for a maximum of 200 iterations or until the goal has been reached. The optimal state/action mapping is not trivial since depending on the position and the velocity, the action has to be positive or negative.

3.2. Results with a value-function algorithm

To provide a performance baseline, the classic Q-learning algorithm, which is based on a value function, was applied. The state space was finely discretized, with 180 states for the position and 150 for the velocity. The action space contained only three values, -1, 0 and 1. Therefore, the size of the Q table was 81000 cells. The exploration strategy was an $\epsilon - greedy$ policy with $\epsilon$ set at 30%. The discount factor was $\gamma = 0.95$ and
the learning rate $\alpha = 0.5$, which were found experimentally. The Q table was randomly generated at the beginning of each experiment. In each experiment, a learning phase and an evaluation phase were repeatedly executed. In the learning phase, a certain number of iterations were executed, starting new episodes when it was necessary. In the evaluation phase, 500 episodes were executed. The effectiveness of learning was evaluated by looking the averaged number of iterations needed to finish the episode. After running 100 experiments with discrete Q_learning, the average number of iterations when the optimal policy had been learnt was 50 with 1.3 standard deviation. And the number of learning iterations to learn this optimal policy was $1 \times 10^7$ learning iterations. Figure 4a shows the effectiveness evolution of the Q_learning algorithm in front of the learning iterations. It is interesting to compare this mark with other state/action policies. If a forward action ($a = 1$) is always applied, the average episode length is 86. If a random action is used, the average is 110. These averages depend highly on the fact that the maximum number of iterations in an episode is 200, since in a lot of episodes these policies do not fulfill the goal.

Figure 4. a) Effectiveness of the Q_learning algorithm with respect to the learning iterations. After converging, the effectiveness was maximum, requiring only 50 iterations to accomplish the goal. b) Effectiveness of the DPS algorithm with respect to the learning iterations. The convergence time was much smaller, while a similar effectiveness (52 iterations) was achieved.
3.3. Results with the DPS algorithm

A one-hidden-layer neural-network with 2 input nodes, 10 hidden nodes and 2 output nodes has been used to generate a stochastic policy. One of the inputs corresponds to the vehicle’s position, the other one represents the vehicle’s velocity. Each hidden and output layer has the usual additional bias term. The activation function used for the neurons of the hidden layer is the hyperbolic tangent type, see Equation 8 and Figure 5, while the output layer nodes are linear. The two output neurons have been exponentiated and normalized as explained in section 2 to produce a probability distribution. Control actions are selected at random from this distribution.

\[
\tanh(z) = \frac{\sinh(z)}{\cosh(z)}
\]  

(8)

In each experiment, a learning phase and an evaluation phase were repeatedly executed. In the learning phase, 500 number of iterations were executed, starting new episodes when it was necessary. In the evaluation phase, 200 episodes were executed. The effectiveness of learning was evaluated by looking the averaged number of iterations needed to finish the episode. After running 100 experiments with the DPS algorithm, the average number of iterations when the optimal policy had been learnt was 52.5. And the number of learning iterations to learn this optimal policy was 40.000 learning iterations. Figure 4b shows the effectiveness evolution of the DPS algorithm in front of the learning iterations.

3.4. Comparison

After performing the experiments with the Q_learning algorithm and the DPS algorithm it can be concluded:

**Simplicity** A very simple NN configuration was able to learn the necessary policy. However, Q_learning, which was affected by the generalization problem, required 81000 cells to obtain a similar policy.

**Effectiveness** The minimum iterations to goal achieved by DPS (52.5) was practically equal than the ones achieved by Q_learning (50).

**Swiftness** Although policy methods learn usually slower than value methods, in this case, the DPS algorithm was much faster than Q_learning (affected by the generalization problem)
4. Conclusions and Further Work

This paper has presented Policy Methods as an alternative to Value Methods to solve Reinforcement Learning problems. The paper has proposed a Direct Policy Search algorithm based on Baxter and Bartlett’s direct-gradient algorithm, with a Neural Network to represent the policies. Details about the algorithm with all the update rules were given. The main application of the proposed algorithm is to implement robot control systems, in which the generalization problem usually arises. In this paper, we have pointed out the suitability of our algorithm in a RL benchmark, specially designed to test the generalization capability of RL algorithms. Results have shown better results of policy methods in these situations. Future work will consist on testing the DPS algorithm with real robots.
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